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Flavor Physics at 
Belle II and BESIII



Introduction

Belle II Status 
Belle II Results

BESIII Status
BESIII Results

Emphasis is on flavor physics & not even all of that fits !
Much more is going in in both experiments…
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Today’s Flavor Menu
Some remarks about our Guest of Honor



Flavor Flav: The Hype Man
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Our Man to Hype Today
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If I was better with graphics, 
you’d be wearing this, Peter !



5

CLEO sent me to the 1998 Pre-APS Lattice QCD Workshop
Even the CLEOAC needs a Lattice primer, and  everyone  

recommended Lepage,  so we met for an hour… 
Most notable to me:  Peter was very conscientious about 

separating widely-help beliefs  vs.  his personal opinions
( even though most of those opinions were likely correct… )

Meeting Peter

CLEO-c and (not) Me
I went to CMU in 1999, and was learning the faculty game  

By the time I was settled in, CLEO-c was all planned out.  
Others will no doubt tell more of this great story…

But thanks to Ian & friends for saving my research program !

Later I joined BESIII @ BEPCII, just before first data-taking ; 
a CLEO-c quality detector         ( except for RICH -> TOF ! ) 
at a machine built for charm
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I Met Peter THIS Long Ago…

Unitarity Triangle, 1998
from Rosner, hep/ph 9801201, 

as I showed at that 1998 workshop

Unitarity Triangle, 2024
remarkable progress !

Of course, part of this improvement was due to …

NOTE:
the η & ρ scales are ~same for plots; 
just a shift and vertical expansion
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the finite volume of our lattice (2.5 fm across). Unstable
hadrons, like the ρ and the φ, are constantly fluctuating
into on-shell or nearly on-shell decay products that can
easily propagate to the boundaries of the lattice; simi-
lar problems afflict multihadron states. Consequently we
focus here on hadrons that are at least 100MeV below
decay threshold or have negligible widths (J/ψ, Υ. . . );
and we restrict our attention to hadronic masses, and to
hadronic matrix elements that have at most one hadron
in the initial and final states. These are the “gold-plated”
calculations of LQCD— calculations that must work if
LQCD is to be trusted at all.

Unambiguous tests of LQCD are particularly impor-
tant with staggered quarks. These discretizations have
the unusual property that a single quark field ψ(x) cre-
ates four equivalent species or “tastes” of quark. “Taste”
is used to distinguish this property, a lattice artifact,
from true quark flavor. A quark vacuum polarization
loop in such formalisms contributes four times what it
should. To remove the duplication, the quark determi-
nant in the path integral is replaced by its fourth root.
This construction introduces nonlocalities that are poten-
tially worrisome, but much is known about the formalism
that is reassuring: for example,

• perturbation theory, which governs the theory’s
short-distance behavior, is correct to all orders;

• phenomena, such as π0 → 2γ, connected with chi-
ral anomalies are correctly handled (because the
relevant (taste-singlet) currents are only approxi-
mately conserved);

• the CP violating phase transition that occurs when
mu +md < 0 does not occur in this formalism, but
the real world is neither in this phase nor near it;

• the nonperturbative quark loop structure is cor-
rect up to short-distance taste-changing interac-
tions, which are perturbative; these interactions
are suppressed by a2αs and can be systematically
removed [9]; or they can be removed after the
simulation using modified chiral perturbation the-
ory [10, 11].

To press further requires nonperturbative studies. The
tests we present here are among the most stringent non-
perturbative tests ever of a staggered quark formalism
(and indeed of LQCD).

The gluon configurations that we used, together with
the raw simulation data for pions and kaons, were pro-
duced by the MILC collaboration; heavy-quark propaga-
tors came from the HPQCD collaboration. The lattices
have lattice spacings of approximately a = 1/8 fm and
a = 1/11 fm. The simulations employed an O(a2) im-
proved staggered-quark discretization of the light-quark
action [4], a “tadpole-improved” O(a2αs) accurate dis-
cretization of the gluon action [12], an O(a2, v4) improved

fπ

fK

3MΞ − MN

2MBs
− MΥ

ψ(1P − 1S)

Υ(1D − 1S)

Υ(2P − 1S)

Υ(3S − 1S)

Υ(1P − 1S)

LQCD/Exp’t (nf = 0)

1.110.9

LQCD/Exp’t (nf = 3)

1.110.9

FIG. 1: LQCD results divided by experimental results for
nine different quantities, without and with quark vacuum po-
larization (left and right panels, respectively). The top three
results are from our a = 1/11 and 1/8 fm simulations; all
others are from a = 1/8 fm simulations.

lattice version of NRQCD for b quarks [13], and the Fer-
milab action for c quarks [14]. Several valence u/d quark
masses, ranging from ms/2 to ms/8, were needed for ac-
curate extrapolations, as were sea u/d masses ranging
between ms/2 and ms/6. Only u, d and s quark vacuum
polarization was included; effects from c, b and t quarks
are negligible (< 1%) here.

To test LQCD, we first tuned its five parameters to
make the simulation reproduce experiment for five well-
measured quantities. The five parameters are the bare
u and d quark masses, which we set equal, the bare s,
c and b masses, and the bare QCD coupling. There are
no further free parameters once these are tuned.

Setting mu = md simplifies our analysis, and has a
negligible effect (< 1%) on isospin-averaged quantities.
We tuned the u/d, s, c, and b masses to reproduce mea-
sured values of m2

π, 2m2
K − m2

π, mDs
, and mΥ, respec-

tively. In each case the experimental quantity is approxi-
mately proportional to the corresponding parameter, and
approximately independent of the other parameters.

Rather than tune the bare coupling, one normally sets
the coupling in LQCD to a particular value, and deter-
mines the lattice spacing a in its place (after the simu-
lation). We adjusted the lattice spacing to make the Υ-
Υ′ mass difference agree with experiment. We chose this
mass difference since it is almost independent of all quark
masses, including, in fact, the b mass [15]. We could
equally well have chosen, instead, any of the nine test
quantities discussed below, with similar results.

Having tuned all free parameters in the simulation,
we then computed a variety of experimentally accessible

Every time someone 
shows  this plot,    

you have to take a drink !

LQCD Comes of Age
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We argue that high-precision lattice QCD is now possible, for the first time, because of a new
improved staggered quark discretization. We compare a wide variety of nonperturbative calculations
in QCD with experiment, and find agreement to within statistical and systematic errors of 3% or less.
We also present a new determination of α(5)

MS
(MZ); we obtain 0.121(3). We discuss the implications

of this breakthrough for phenomenology and, in particular, for heavy-quark physics.

PACS numbers: 11.15.Ha,12.38.Aw,12.38.Gc

For almost thirty years precise numerical studies of
nonperturbative QCD, formulated on a space-time lat-
tice, have been stymied by our inability to include the
effects of realistic quark vacuum polarization. In this
paper we present detailed evidence of a breakthrough
that may now permit a wide variety of nonperturbative
QCD calculations including, for example, high-precision
B and D meson decay constants, mixing amplitudes, and
semi-leptonic form factors— all quantities of great im-
portance in current experimental work on heavy-quark
physics. The breakthrough comes from a new dis-
cretization for light quarks: Symanzik-improved stag-
gered quarks [1, 2, 3, 4, 5, 6, 7, 8].

Quark vacuum polarization is by far the most expen-
sive ingredient in a QCD simulation. It is particularly dif-
ficult to simulate with small quark masses, such as u and
d masses. Consequently, most lattice QCD (LQCD) sim-
ulations in the past have either omitted quark vacuum
polarization (“quenched QCD”), or they have included
effects for only u and d quarks, with masses 10–20 times
larger than the correct values. This results in uncon-

trolled systematic errors that can be as large as 30%. The
Symanzik-improved staggered-quark formalism is among
the most accurate discretizations, and it is 50–1000 times
more efficient in simulations than current alternatives of
comparable accuracy. Consequently realistic simulations
are possible now, with all three flavors of light quark. An
exact chiral symmetry of the formalism permits efficient
simulations with small quark masses. The smallest u and
d masses we use are still three times too large, but they
are now small enough that chiral perturbation theory is
a reliable tool for extrapolating to the correct masses.

In this paper we demonstrate that LQCD simulations,
with this new light-quark discretization, can deliver non-
perturbative results that are accurate to within a few per-
cent. We do this by comparing LQCD results with exper-
imental measurements. In making this comparison, we
restrict ourselves to quantities that are accurately mea-
sured (< 1% errors), and that can be simulated reliably
with existing techniques. The latter restriction excludes
unstable hadrons and multihadron states (e.g., in non-
leptonic decays); both of these are strongly affected by

The message: 
quench your thirst, 

but unquench your lattice

Peter, plus 
many friends 
celebrating 

here with us 
today !



Belle II

SuperKEKB & Belle II Status
Leptonic Decays & Decay Constants
Charm Lifetimes
CKM  Angle 𝛾 = ϕ3
B+ → K+ ν ν

Advertisement: new on arXiv:
Observation of time-dependent CP violation and measurement of the 
branching fraction of B0 → J/ψ π0 decays https://arxiv.org/abs/2410.08622

Additional Reference
Belle II  Physics Book 
E. Kuo et al., PTEP 2019, 123C01 (2019)
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https://arxiv.org/abs/2410.08622
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SuperKEKB Status
Instantaneous Luminosity :
• Good news: world records, surpassing KEK-B   [  Belle ]

record: 4.5 x 1034 July 2024
• Bad news: we need >10x more !    We’re aiming for      65. x 1034 

( and, typical luminosity often below peak… )

Machine Issues :  
• Sudden beam losses :  due to dust; sources identified & being mitigated 
• Beam size blow-up at high currents  ( beam-beam effect ) :  more tuning 
• Noise in detector :  large, dedicated efforts since turn-on

shielding, collimators, monitoring, simulation, … 
Also, electricity costs in Japan remain high: affects annual running time

6
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SuperKEKB
Parameters @ 

best lumi so far
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Belle II Status

Dataset thus far :
• Total integrated luminosity  531 fb-1 [ mostly “On-4S” ]
• Significant faction of Belle total, but only ~1% of current goal
• New run underway currently   ( machine start-up )

Detector Status :
VXD =  2-layer DEPFET PXD + 4-layer DSSD SVD
• Initial data had only 1/8 of 2nd PXD layer
• Full PXD installed during long shutdown 2022-24…

… but, spent part of recent run turned off due to danger from beam losses
Central drift chamber: aging mitigation  (add water to 50/50 He/ethane gas)
Other typical hiccups with new systems, but nothing serious.

Publications by year :  2020 / ‘21 / ‘22 / ‘23 / ‘24  =  3 + 2 + 1 + 20 + 15 *
*   + 5 accepted & 6 submitted by 01 Oct 

So, a first stage of ramping up is done; another upward push to come…

Despite the modest dataset, there are very nice results !
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Leptonic Decays at a B Factory

Belle Ds
+ → μν

Old result ,  for context
from  913 fb-1

B( Ds
+ → μ+ ν )   =   ( 0.531 ± 0.028stat± 0.020syst ) %

Also,  B( Ds
+ → τ+ ν )   =   (   5.70 ± 0.021stat± 0.031syst ) %    ( different fit!  )

Combined, these give:     fDs =  ( 255.5 ± 4.2 ± 5.1 )  MeV

Ds
+ → μ + ν Missing-mass2

“Continuum tagging”: reconstruct 
• charm meson in opposite jet 
• all fragmentation particles

JHEP 1309, 139 (2013) 

J
H
E
P
0
9
(
2
0
1
3
)
1
3
9

-0.2 0 0.2 0.4 0.6

 )
4

/c
2

E
v

e
n

ts
 /

 (
 0

.0
1

 G
e

V

0

20

40

60

)4/c2) (GeVµγfragXfragK
tag

(D2
missM

-0.2 0 0.2 0.4 0.6

P
u

ll

-5

0

5

Figure 5. The M
2
miss(DtagKfragXfrag�µ) distribution of exclusively reconstructed D

+
s ! µ

+
⌫µ

decays within the inclusive D+
s sample superimposed fit results (solid blue line). The solid green line

shows the contribution of signal, the red dashed line the contribution of combinatorial background,
while the contributions of D+

s ! ⌧
+
⌫⌧ and D

+
s ! K

0
K

+ or ⌘⇡+ decays are indicated by the full
blue and dark gray histograms, respectively.

The distribution ofMmiss(DtagKfragXfrag�µ) with superimposed fit is shown in figure 5.

The number of reconstructed D
+
s ! µ

+
⌫µ decays is

N(D+
s ! µ

+
⌫µ) = 492± 26, (5.5)

where the error is statistical only.

5.5 D+
s ! ⌧+⌫⌧

The reconstruction of D
+
s ! ⌧

+
⌫⌧ requires one charged track in the rest of the event

that is identified as an electron, muon or a pion (denoted as D
+
s ! ⌧

+(X+)⌫⌧ where

X
+ = e

+
, µ

+ or ⇡
+) indicating the subsequent decay of the ⌧+ lepton to e

+
⌫e⌫⌧ , µ+

⌫µ⌫⌧

or ⇡+
⌫⌧ .5 Due to the multiple neutrinos in the final state, these decays do not peak in the

missing-mass-squared distribution:

M
2
miss(DtagKfragXfrag�X) = p

2
miss(DtagKfragXfrag�X),

where the missing four-momentum is given by

pmiss(DtagKfragXfrag�X) = pe+ + pe� � pDtag � pKfrag � pXfrag � p� � pX .

5The three decay modes cover almost half of all possible tau decays.

– 17 –

7 ab-1 gives 2% BF μ+ ν alone; headroom for systematics improvement 
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Leptonic Decays at a B Factory
D+

! µ+⌫µ

1 charged track pointing to the IP passing muon PID requirements

Yield per luminosity

B-factory (Belle) 25 per ab�1

Charm-factory (BESIII) 140 per fb�1

Assuming similar systematics as in D+
s ! µ+⌫µ measurement:

B: �(stat.)/B ⇠ 4.5 (3)% at 20 (50) ab�1 and �(syst.)/B ⇠ 1 � 3%

BESIII @ 2.9 fb�1: �/B ⇠ 5.1(stat.) ± 1.6(syst.)%

A. Zupanc (JSI & UL) Leptonic Decays at Belle II B2TiP, 30/10/2014 17 / 20

D+ → μ+ ν Cabibbo-suppressed: not yet done @ B factory
But studies with Belle MC some years ago show that it works:
• D+ is longer-lived    → BF “only”  ~13x smaller 
• But, D+ is also more common than the Ds

+

• And backgrounds & combinatorics differ; need to simulate !

Lower statistics than BESIII, even with 50 fb-1, BUT nice to have a cross-check!
BESIII threshold:    140/fb-1 * 20 fb-1 gives 2800 events     ~ 1.0% stat on fD
Belle II continuum:  25/ab-1 * 50 ab-1 gives 1250 events     ~ 1.5% stat on fD

A. Zupanc @ B2TIP, Oct, 2014
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BelleII & Charm Lifetimes

7 Weakly-decaying ground-states:
3 mesons:  D+ D0 Ds

+ 4 baryons:  Λc
+ Ξc

+ Ξc
0 Ωc

0

Weakly-decaying states have a rich variety of decays 

Lifetimes connect theory (partial widths) to experiment (BFs)
BF  =  Γi / Γtot =  τ Γi via    τ =  ℏ/Γtot need to limit systematics

BelleII has recently measure 5 of these 7 lifetimes
These include the world’s best measurements for the    D+  D0 Ds

+  Λc
+

D+ & Ds
+ results are a bit lower than previous average

Also interesting for lifetime hierarchy: 
Corrections to naïve spectator decay 
Belle confirmation of  a new hierarchy established by LHCb :  

Ωc
0 has a longer lifetime, as they first revealed  
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Charm Lifetimes
Current Best Measurements          ( all in fs )

Particle         BelleII LHC-b                     FOCUS
D+    1030.4±4.7±3.1 ----- 1039.4±4.3±7.0
D0 410.5 ±1.1±0.8                    ----- 409.6±1.1±1.5
Ds

+ 499.5±1.7±0.9 506.4±3.0±1.7±1.7 *  507.4±5.5±5.1
Λc

+ 203.20±0.89±0.77 202.1 ±1.7 ±0.9            204.6±3.4±2.5
Ξc

+ ----- 454  ± 5   ±2 439±22±9
Ξc

0 ----- 153.4± 2.4 ±0.7 118+14
-12±5

Ωc
0 243±48±11** 276.5±13.4±4.5 72±11±11 ***

Many sub-1% single measurements; 
ALL of the best results are still statistics limited

*     Uses  B0s → Ds(*)-μ+ νμ &  B0 → D(*)-μ+ νμ ;  3rd error from τD ( pre-Belle II )
**    3.4σ  from old average & 3.3σ from FOCUS ,  but  consistent with LHCb
***   Average of 3 old experiments, including FOCUS :  69 ±12 fs
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D0 & D+ Lifetimes
detector, respectively, are essential for charged-particle
identification. The electromagnetic calorimeter fills the
remaining volume inside a 1.5 T superconducting solenoid
and serves to reconstruct photons and electrons. A dedi-
cated system to identify K0

L mesons and muons is installed
in the outermost part of the detector. The z axis of the
laboratory frame is defined as the central axis of
the solenoid, with its positive direction determined by
the direction of the electron beam.
The simulation uses KKMC [16] to generate quark-

antiquark pairs from eþe− collisions, PYTHIA8 [17] for
hadronization, EVTGEN [18] for the decay of the generated
hadrons, and GEANT4 [19] for the detector response.
The reconstruction [20–22] and selection of the signal

candidates avoid any requirement that could bias the decay
time or introduce a variation of the efficiency as a function
of decay time, as checked in simulation. Events are first
selected by vetoing events consistent with Bhabha scatter-
ing and by requiring at least three tracks with loose upper
bounds on their impact parameters and with transverse
momenta greater than 200 MeV=c. These three tracks are
not necessarily associated with the decay modes being
reconstructed.
Candidate D0 → K−πþ decays are formed using pairs of

oppositely charged tracks. Each track must have a hit in the
first layer of the PXD, at least one hit in the SVD, at least 20
hits in the CDC, and be identified as a kaon, if negative, or
else a pion. Low-momentum pion candidates are tracks
consistent with originating from the interaction region that
are required to have hits both in the SVD and CDC. They
are combined with D0 candidates to form D"þ → D0πþ

decays. A global decay-chain vertex fit [23] constrains the
tracks according to the decay topology and constrains the
D"þ candidate to originate from the measured position of
the eþe− interaction region (IR). Only candidates with fit
χ2 probabilities larger than 0.01 are retained for further
analysis. The IR has typical dimensions of 250 μm along
the z axis and of 10 and 0.3 μm in the two directions of the
transverse plane. Its position and size vary over data taking
and are regularly measured using eþe− → μþμ− events.
The mass of the D0 candidate mðK−πþÞ must be in the
range ½1.75; 2.00& GeV=c2. The difference between the
D"þ and D0 candidate masses Δm must satisfy 144.94 <
Δm < 145.90 MeV=c2 ('3 times the Δm resolution
around the signal peak). Since the D0 is assumed to
originate from the IR, charmed mesons originating from
displaced decays of bottom mesons would bias the lifetime
measurement. They are suppressed to a negligible rate
by requiring that the momentum of the D"þ in the eþe−

center-of-mass system exceeds 2.5 GeV=c. After requiring
1.851 < mðK−πþÞ < 1.878 GeV=c2 (signal region),
multiple D"þ candidates occur in a few per mille of
the selected events. In such events, one randomly selected
candidate is retained for subsequent analysis.

The signal region contains approximately 171 × 103

candidates with a signal purity of about 99.8%, as deter-
mined from a binned least-squares fit to the mðK−πþÞ
distribution (Fig. 1). In the fit, the D0 → K−πþ signal is
modeled with the sum of two Gaussian distributions and a
Crystal Ball function [24]; misidentified decays of D0 →
πþπ− andD0 → KþK−, each modeled with a Johnson’s SU
distribution [25] with parameters determined from simu-
lation, do not enter the signal region; the remaining
background, modeled with an exponential distribution, is
dominated by candidates formed by random combinations
of particles.
The selection of the D"þ → Dþð→ K−πþπþÞπ0 candi-

dates follows similar criteria to those for the D0 mode, but
with more stringent requirements to suppress a larger
background contamination. Tracks identified as kaons or
pions are required to have a hit in the first layer of the PXD,
at least one hit in the SVD, and at least 30 hits in the CDC.
They are combined to form Dþ → K−πþπþ candidates. To
suppress backgrounds from misreconstructed charmed-
hadron decays, such as four-body hadronic or semileptonic
decays, the lower-momentum pion must have momentum
exceeding 350 MeV=c and the higher-momentum pion
must not be identified as a lepton. Candidate π0 → γγ
decays are reconstructed using photon candidates from
calorimetric energy clusters that are not associated with a
track. Each photon energy must be larger than 80, 30, or
60 MeV if detected in the forward, central, or backward
region, respectively, of the calorimeter. Neutral-pion can-
didates with masses in the range ½120; 145& MeV=c2 and
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]2cMass [GeV/

210

310

410
1

10

210

310

410 Belle II
1 = 72 fbL dt

Data
Fit
Background

KK0D
0D2 c

Ca
nd

ida
tes

 pe
r 1

 M
eV

/

FIG. 1. Mass distributions of (top) D0 → K−πþ and (bottom)
Dþ → K−πþπþ candidates with fit projections overlaid. The
vertical dashed and (for the bottom plot) dotted lines indicate the
signal regions and the sideband, respectively.

PHYSICAL REVIEW LETTERS 127, 211801 (2021)

211801-5

momenta larger than 150 MeV=c are combined with Dþ

candidates to form D"þ → Dþπ0 decays. The D"þ decay
chain is fit using IR and π0mass constraints.Only candidates
with fit χ2 probabilities larger than 0.01 are retained. The
mass of theDþ candidate,mðK−πþπþÞ, must be in the range
½1.75; 2.00& GeV=c2 and the difference between the D"þ

and Dþ masses in the range ½138; 143& MeV=c2 ('3 times
the Δm resolution around the signal peak). The momentum
of the D"þ in the eþe− center-of-mass system must exceed
2.6 GeV=c to suppress D"þ candidates from bottom mes-
ons. This requirement is tighter than that used for D0

candidates because of the less-precise π0 -momentum
resolution.
The signal region in mðK−πþπþÞ is defined as

½1.855; 1.883& GeV=c2 (Fig. 1). It contains approximately
59 × 103 candidates after randomly selecting one D"þ

candidate for the percent-level fraction of events where
more than one is found. A binned least-squares fit to the
mðK−πþπþÞ distribution identifies about 9% of candidates
in the signal region as background. Simulation shows that
such background is composed of misreconstructed
charmed decays and random track combinations. In the
fit, the Dþ → K−πþπþ signal is modeled with the sum of
two Gaussian distributions and a Crystal Ball function; the
background is modeled with an exponential distribution.
The lifetimes are determined with unbinned maximum-

likelihood fits to the ðt; σtÞ distributions of the candidates
populating the signal regions. Each signal probability-
density function (PDF) is the convolution of an exponential
distribution in t with a resolution function that depends on
σt, multiplied by the PDF of σt. In the Dþ case, simulation
shows that a Gaussian distribution is sufficient to model the
resolution function. The mean of the resolution function is
allowed to float in the fit to account for a possible bias in
the determination of the decay time; the width is the per-
candidate σt scaled by a free parameter s to account for a
possible misestimation of the decay-time uncertainty. The
fit returns s ≈ 1.12 (1.29) for theD0 (Dþ) sample. In theD0

case, an additional Gaussian distribution is needed to
describe the 3% of candidates with poorer resolution.
This second component shares its mean with the principal
component but has its own free scaling parameter (s0 ≈ 2.5)
for the broader width.
In theD0 case, the signal region contains a 0.2% fraction

of background candidates. Sensitivity to the background
contamination and its effects on the decay-time distribution
is very limited. For the sake of simplicity, the background is
neglected in the fit and a systematic uncertainty is later
assigned. In the Dþ case, the signal region contains a non-
negligible amount of background, which is accounted
for in the fit. The background is modeled using data
with mðK−πþπþÞ in the sideband ½1.758; 1.814& ∪
½1.936; 1.992& GeV=c2 (Fig. 1), which is assumed to
contain exclusively background candidates and be repre-
sentative of the background in the signal region, as verified

in simulation. The background PDF consists of a zero-
lifetime component and two exponential components, all
convolved with a Gaussian resolution function having a
free mean and a width corresponding to sσt. To better
constrain the background parameters, a simultaneous fit
to the candidates in the signal region and sideband is
performed. The background fraction is Gaussian con-
strained in the fit to ð8.78' 0.05Þ%, as measured in the
mðK−πþπþÞ fit.
The PDF of σt is a histogram template derived directly

from the data. In the fit to the D0 sample, the template is
derived assuming that all candidates in the signal region are
signal decays. In the fit to the Dþ sample, the template is
derived from the candidates in the signal region by
subtracting the scaled distribution of the sideband data.
The PDF of σt for the background is obtained directly from
the sideband data.
The lifetime fits are tested on fully simulated data and on

sets of data generated by randomly sampling the PDF with
parameters fixed to the values found in the fits to the data.
All tests yield unbiased results and expected parameter
uncertainties, independent of the assumed values of the D0

and Dþ lifetimes.
The decay-time distributions of the data, with fit pro-

jections overlaid, are shown in Fig. 2. The measured D0

and Dþ lifetimes 410.5' 1.1ðstatÞ ' 0.8ðsystÞ fs and
1030.4' 4.7ðstatÞ ' 3.1ðsystÞ fs, respectively, are consis-
tent with their world averages [7]. The systematic uncer-
tainties arise from the sources listed in Table I and
described below. The total systematic uncertainty is the
sum in quadrature of the individual components.
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FIG. 2. Decay-time distributions of (top) D0 → K−πþ and
(bottom) Dþ → K−πþπþ candidates in their respective signal
regions with fit projections overlaid.
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The decay time and decay-time uncertainty are observed
to be correlated in data and simulation reproduces these
effects well. The dominant effect is that small σt values
correspond to larger true decay times (and vice versa).
These correlations, when neglected in the fits, result in an
imperfect description of the t distribution as a function of
σt. To quantify the impact on the results, our model that
neglects the correlations is fit to 1000 samples of signal-
only simulated decays, each the same size as the data. The
samples are obtained by resampling, with repetition, a set
of simulated eþe− collisions corresponding to an integrated
luminosity of 500 fb−1. Upper bounds of 0.16 and 0.39 fs
on the average absolute deviations of the measured life-
times from their true values are derived and assigned as the
systematic uncertainty due to the imperfect resolution
model for the D0 → K−πþ and Dþ → K−πþπþ cases,
respectively. For signal decays, the bias of the decay-time
resolution function depends nearly linearly on the candi-
date mass and may not average out when the mass range is
restricted. Varying the boundaries of the signal region
shows that such a correlation has a negligible effect upon
the measured lifetimes.
The background neglected in the D0 → K−πþ fit could

result in a systematic bias on the measured lifetime. To
estimate the size of the bias, we fit our model that neglects
the background to 500 resampled sets of simulated eþe−

collisions, each having the same size and signal-to-
background proportion as the data. The measured lifetimes
are corrected by subtracting the bias due to the neglected t
vs σt correlations. The average absolute difference between
the resulting value and the simulated lifetime, 0.24 fs, is
assigned as a systematic uncertainty due to the neglected
background contamination in the D0 → K−πþ fit.
The background contamination under the Dþ →

K−πþπþ peak is already accounted for in the fit of the
Dþ lifetime using sideband data. In simulation, the side-
band ðt; σtÞ distribution describes the background ðt; σtÞ
distribution in the signal region well. The same might not
hold in data given that some disagreement is observed
between data and simulation in the t distribution of the
candidates populating the sideband. We fit to one thousand
samples of simulated data obtained by sampling the fit PDF
for the signal region and by resampling from the simulated
eþe− collisions for the sideband. The resulting samples
feature sideband data that differ from the background in the

signal region with the same level of disagreement as
observed between data and simulation. The absolute
average difference between the measured and simulated
lifetimes, 2.52 fs, is assigned as a systematic uncertainty
due to the modeling of the background ðt; σtÞ distribution.
In the lifetime fit, the fraction of background candidates
in the signal region is constrained from the fit to the
mðK−πþπþÞ distribution. When we change this back-
ground fraction to values obtained from fitting to the
mðK−πþπþÞ distribution with alternative signal and back-
ground PDFs, the change in the measured lifetime is
negligible.
During data taking, a periodic calibration determines the

alignments and surface deformations of the internal com-
ponents of the PXD and SVD and the relative alignments of
the PXD, SVD, and CDC using eþe− -collision, beam-
background, and cosmic-ray events [26]. Unaccounted-for
misalignment can bias the measurement of the charmed
decay lengths and hence their decay times. Two sources of
uncertainties associated with the alignment procedure are
considered: the statistical precision and a possible system-
atic bias. Their effects are evaluated using simulated signal-
only decays reconstructed with a misaligned detector.
For the statistical contribution, we consider configurations
derived from comparison of alignment parameters deter-
mined from data acquired on two consecutive days. These
configurations have magnitudes of misalignment compa-
rable to the alignment precision as observed in data
averaged over a typical alignment period. For the system-
atic contribution, we consider configurations derived from
simulation studies in which coherent global deformations
of the vertex detectors (e.g., radial expansion) are intro-
duced [27]. These deformations have magnitudes, deter-
mined by the most misaligned sensors, ranging from about
50 to 700 μm. The alignment procedure determines the
magnitude of these deformations within 4 μm accuracy.
We consider configurations in which the CDC is perfectly
aligned and configurations in which it is misaligned.
Possible effects on the determination of the IR are also
introduced by using parameters measured on misaligned
samples of simulated eþe− → μþμ− events, to fully mimic
the procedure used for real data. For each misalignment
configuration, we fit to the reconstructed signal candidates
and estimate the lifetime bias. We estimate the systematic
uncertainty due to imperfect detector alignment as the sum
in quadrature of the largest biases observed in each of the
statistical and systematic contributions. The resulting
uncertainties are 0.72 and 1.70 fs for D0 → K−πþ and
Dþ → K−πþπþ decays, respectively. The absolute length
scale of the vertex detector is determined with a precision
significantly better than 0.01% and contributes negligibly
to the systematic uncertainty.
The measurement of momenta is calibrated with the peak

positions of abundant charmed-, strange-, and bottom-
hadron decays. Uncertainty in the scaling of the momenta

TABLE I. Systematic uncertainties.

Source τðD0Þ [fs] τðDþÞ [fs]

Resolution model 0.16 0.39
Backgrounds 0.24 2.52
Detector alignment 0.72 1.70
Momentum scale 0.19 0.48
Total 0.80 3.10
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Accurate predictions of lifetimes of weakly decaying
charmed and bottom hadrons are challenging because they
involve strong-interaction theory at low energy. Predictions
must resort to effective models, such as the heavy-quark
expansion [1–6], which also underpin strong-interaction
calculations required for the determination of fundamental
standard-model parameters from hadron-decay measure-
ments (e.g., to extract the strength of quark-mixing cou-
plings from decay widths). Precise lifetime measurements
provide excellent tests of such effective models. Lifetimes
are also important inputs for a wide variety of studies
because they are needed to compare measured decay
branching fractions to predictions for partial decay widths.
Weakly decaying charmed hadrons have lifetimes rang-

ing from about 0.1 to 1 ps [7]. The world averages of theD0

and Dþ lifetimes, 410.1% 1.5 and 1040% 7 fs, are almost
exclusively determined from systematically limited per-
mille-precision measurements made by FOCUS two dec-
ades ago [7,8]. Recently, the LHCb Collaboration precisely
measured the lifetimes of the Dþ

s meson and charmed
baryons relative to that of the Dþ meson [9–12]. Such
relative measurements minimize systematic uncertainties
due to decay-time-biasing event-selection criteria that are
particularly severe at hadron colliders. By contrast, experi-
ments at eþe− colliders, owing to the reconstruction of
large charmed hadron yields without decay-time-biasing
selections, have a great potential for absolute lifetime
measurements. With the first layer of its vertex detector
only 1.4 cm away from the interaction region, the Belle II
experiment at the SuperKEKB asymmetric-energy eþe−

collider [13,14] obtains a decay-time resolution two times
better than the Belle and BABAR experiments [15], ena-
bling high precision for the measurement of charmed
lifetimes with early data. To limit systematic uncertainties
this potential must be complemented with an accurate

vertex-detector alignment, a precise calibration of
final-state particle momenta, and powerful background
discrimination.
In this Letter, we report high-precision measurements of

the D0 and Dþ lifetimes using D&þ → D0ð→ K−πþÞπþ
and D&þ → Dþð→ K−πþπþÞπ0 decays reconstructed in
the data collected by Belle II during 2019 and the first half
of 2020 at center-of-mass energies at or near the ϒð4SÞ
resonance. (Charge-conjugate decays are implied through-
out.) The data correspond to an integrated luminosity of
72 fb−1. At Belle II, D&þ mesons from eþe− → cc̄ events
are produced with boosts that displace the D0 and Dþ

decay points from those of production by approximately
200 and 500 μm on average, respectively. The decay time is
measured from this displacement L⃗, projected onto the
direction of the momentum p⃗ as t ¼ mDL⃗ · p⃗=jp⃗j2, where
mD is the known mass of the relevant D meson [7]. The
decay-time uncertainty σt is calculated by propagating
the uncertainties in L⃗ and p⃗, including their correlations.
The lifetimes are measured using a fit to the ðt; σtÞ
distributions of the reconstructed decay candidates. The
sample selection and fit strategy have been optimized and
validated using simulation; however, no input from simu-
lation is used in the fit to data. To avoid bias,we inspected the
lifetimes measured with the full data sample only after the
entire analysis procedure was finalized and all uncertainties
were determined. However, we examined the results from
the subset of data collected during 2019 (approximately 13%
of the total) before the analysis was complete.
The Belle II detector [13] consists of several subsystems

arranged in a cylindrical structure around the beam pipe.
The tracking system consists of a two-layer silicon-pixel
detector (PXD), surrounded by a four-layer double-sided
silicon-strip detector (SVD) and a 56-layer central drift
chamber (CDC). Only two out of 12 ladders were installed
in the second layer of the PXD for this data sample. The
combined PXD and SVD system provides average decay-
time resolutions of about 70 and 60 fs, respectively, for the
D0 and Dþ decays considered here. A time-of-propagation
counter and an aerogel ring-imaging Cherenkov counter
that cover the barrel and forward end cap regions of the
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provide excellent tests of such effective models. Lifetimes
are also important inputs for a wide variety of studies
because they are needed to compare measured decay
branching fractions to predictions for partial decay widths.
Weakly decaying charmed hadrons have lifetimes rang-

ing from about 0.1 to 1 ps [7]. The world averages of theD0

and Dþ lifetimes, 410.1% 1.5 and 1040% 7 fs, are almost
exclusively determined from systematically limited per-
mille-precision measurements made by FOCUS two dec-
ades ago [7,8]. Recently, the LHCb Collaboration precisely
measured the lifetimes of the Dþ

s meson and charmed
baryons relative to that of the Dþ meson [9–12]. Such
relative measurements minimize systematic uncertainties
due to decay-time-biasing event-selection criteria that are
particularly severe at hadron colliders. By contrast, experi-
ments at eþe− colliders, owing to the reconstruction of
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only 1.4 cm away from the interaction region, the Belle II
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lifetimes with early data. To limit systematic uncertainties
this potential must be complemented with an accurate
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final-state particle momenta, and powerful background
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In this Letter, we report high-precision measurements of

the D0 and Dþ lifetimes using D&þ → D0ð→ K−πþÞπþ
and D&þ → Dþð→ K−πþπþÞπ0 decays reconstructed in
the data collected by Belle II during 2019 and the first half
of 2020 at center-of-mass energies at or near the ϒð4SÞ
resonance. (Charge-conjugate decays are implied through-
out.) The data correspond to an integrated luminosity of
72 fb−1. At Belle II, D&þ mesons from eþe− → cc̄ events
are produced with boosts that displace the D0 and Dþ

decay points from those of production by approximately
200 and 500 μm on average, respectively. The decay time is
measured from this displacement L⃗, projected onto the
direction of the momentum p⃗ as t ¼ mDL⃗ · p⃗=jp⃗j2, where
mD is the known mass of the relevant D meson [7]. The
decay-time uncertainty σt is calculated by propagating
the uncertainties in L⃗ and p⃗, including their correlations.
The lifetimes are measured using a fit to the ðt; σtÞ
distributions of the reconstructed decay candidates. The
sample selection and fit strategy have been optimized and
validated using simulation; however, no input from simu-
lation is used in the fit to data. To avoid bias,we inspected the
lifetimes measured with the full data sample only after the
entire analysis procedure was finalized and all uncertainties
were determined. However, we examined the results from
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of the total) before the analysis was complete.
The Belle II detector [13] consists of several subsystems
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The tracking system consists of a two-layer silicon-pixel
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chamber (CDC). Only two out of 12 ladders were installed
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We use Monte Carlo (MC) simulated events to optimize
event selection criteria, calculate reconstruction efficien-
cies, and study sources of background. We generate
eþe− → qq̄ ðq ¼ u; d; s; c; bÞ events using the KKMC pack-
age [24] and simulate quark hadronization using the
PYTHIA8 package [25]. Hadron decays are simulated using
EVTGEN [26], and the detector response is simulated using
GEANT4 [27]. Final-state radiation is included in the
simulation via PHOTOS [28]. Both MC-simulated events
and collision data are reconstructed using the Belle II
analysis software framework [29,30]. To avoid introducing
bias in our analysis, we analyze the data in a “blind”
manner, i.e., we finalize all selection criteria and the
fitting procedure before evaluating the lifetime of signal
candidates.
We reconstruct Dþ

s → ϕπþ decays by first reconstruct-
ing ϕ → KþK− decays and subsequently pairing the ϕ
candidate with a πþ track. We select well-measured tracks
by requiring that each track have at least one hit (measured
point) in the PXD, four hits in the SVD, and 30 hits in the
CDC. We select tracks that originate from near the
interaction point (IP) by requiring jδzj < 2.0 cm and
δr < 0.5 cm, where δz is the displacement of the track
from the IP along the z axis, and δr is the radial
displacement in the plane transverse to the z axis. The
IP position is measured at regular intervals of data taking
using eþe− → μþμ− events. The spread of the IP position is
typically 250 μm in the z direction, 10 μm in the transverse
horizontal direction (x), and only 0.3 μm in the transverse
vertical direction (y). We have checked that none of the
above requirements, nor any subsequent selection require-
ments, bias the lifetime measurement.
We identify tracks as pions or kaons based on Cherenkov

light recorded in the TOP and ARICH, and specific
ionization (dE=dx) information from the CDC and SVD.
This information is combined to calculate a likelihood LK;π
for a track to be a Kþ or πþ. Tracks having a ratio
LK=ðLK þ LπÞ > 0.60 are identified as kaon candidates,
while tracks having LK=ðLK þ LπÞ < 0.55 are identified
as pion candidates. These requirements are 90% and 95%
efficient for kaons and pions, respectively.
To reconstruct ϕ → KþK− decays, we combine two

kaon candidate tracks having opposite charge and an
invariant mass satisfying 1.010 GeV=c2 < MðKþK−Þ <
1.030 GeV=c2. This selected range retains 91% of ϕ →
KþK− decays. We pair ϕ candidates with πþ tracks to
form Dþ

s candidates and require that the invariant mass
satisfy a loose requirement of 1.922 GeV=c2 < MðϕπþÞ <
2.020 GeV=c2. We fit the three tracks to a common vertex
using the TREEFITTER algorithm [31]. The vertex position
resulting from the fit is taken as the decay vertex of theDþ

s .
The fit includes a constraint that the Dþ

s trajectory be
consistent with originating from the IP; this constraint
improves the resolution on the Dþ

s decay time by a factor
of 3.

To eliminate Dþ
s mesons originating from B decays,

which would not have a properly determined decay time,
we require that the momentum of the Dþ

s in the eþe−

center-of-mass frame be greater than 2.5 GeV=c. This
selection eliminates all Dþ

s mesons from B decays while
retaining 67% of those produced via eþe− → cc̄. We
reduce background arising from random combinations of
ϕ and πþ candidates by requiring j cos θKj > 0.45, where
θK is the angle in the ϕ rest frame between the K−

momentum and the direction of the Dþ
s . This requirement

reduces combinatorial background by 40% while retaining
90% of signal decays. After applying all selection criteria,
about 2% of events have more than one Dþ

s → ϕπþ

candidate. False signal candidates arise mainly from
combinations of ϕ decays with unrelated πþ tracks.
These do not peak in MðϕπþÞ and are counted as back-
ground in our fits for signal yield and Dþ

s lifetime;
consequently, they have a negligible effect on the fitted
lifetime. We thus retain all signal candidates.
The final MðϕπþÞ distribution is shown in Fig. 2. We

perform an unbinned maximum likelihood fit toMðϕπþÞ to
determine the yield ofDþ

s → ϕπþ decays. The signal shape
is modeled as the sum of two Gaussian functions and an
asymmetric Student’s t distribution. The background con-
tains no peaking structure (> 95% consists of random
combinations of ϕ and πþ candidates) and is well-modeled
by a second-order polynomial. To measure theDþ

s lifetime,
we select candidates having an invariant mass satisfying
1.960 GeV=c2 < MðϕπþÞ < 1.976 GeV=c2. This range
retains 95% of Dþ

s → ϕπþ decays. In this signal region,
the fit yields 115 560 signal decays and 9970 background
events; the signal purity (ratio of signal over the total)
is 92%.
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FIG. 2. Distribution ofMðϕπþÞ forDþ
s → ϕπþ candidates, with

the fit result overlaid. Black dots correspond to the data; the red
dashed curve shows the background component; and the blue solid
curve shows the overall fit result. Vertical dotted lines denote the
signal region, and vertical dot-dashed lines denote the upper and
lower boundaries of the lower and upper sidebands (see text). The
corresponding pull distribution is shown in the lower panel, where
the pull is defined as ðdata − fitÞ=ðstatistical uncertainty in dataÞ.
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The decay time of a Dþ
s candidate is calculated as

t ¼
!
d⃗ · p⃗
p2

"
mDþ

s
; ð1Þ

where d⃗ is the displacement vector from the IP to the Dþ
s

decay vertex, p⃗ is the Dþ
s momentum, and mDþ

s
is the

knownDþ
s mass [17]. The average resolution on t is 108 fs.

We determine the Dþ
s lifetime by performing an unbinned

maximum likelihood fit to two observables: the decay time
t and the per-candidate uncertainty on t (σt) as calculated
from the uncertainties on d⃗ and p⃗. The likelihood function
for the ith candidate is given by

Lðτjti; σitÞ ¼ fsigPsigðtijτ; σitÞPsigðσitÞ
þ ð1 − fsigÞPbkgðtijσitÞPbkgðσitÞ; ð2Þ

where fsig is the fraction of events that are signal Dþ
s →

ϕπþ decays; Psigðtjτ; σtÞ and PbkgðtjσtÞ are probability
density functions (PDFs) for signal and background events
for a reconstructed decay time t, given a Dþ

s lifetime τ for
signal and an uncertainty σt; and PsigðσtÞ and PbkgðσtÞ are
the respective PDFs for σt. To reduce highly mismeasured
events that are difficult to simulate, we impose loose
requirements −2000 fs < t < 4000 fs and σt < 900 fs.
These requirements reject less than 0.1% of signal
candidates.
The signal PDF is the convolution of an exponential

function and a resolution function R:

Psigðtijτ; σitÞ ¼
1

τ

Z
e−t

0=τRðti − t0; μ; s; σitÞdt0; ð3Þ

where Rðti − t0; μ; s; σitÞ is a single Gaussian function with
mean μ and a per-candidate standard deviation s × σit. The
scaling factor s accounts for under- or over-estimation of
the uncertainty σit. The PDF PbkgðtjσtÞ is determined by
fitting the decay-time distribution of events in the
MðϕπþÞ “upper” sideband 1.990 GeV=c2 < MðϕπþÞ <
2.020 GeV=c2, which has no contamination from signal
decays with final-state radiation. We model PbkgðtjσtÞ as
the sum of three asymmetric Gaussians with a common
mean. We use MC simulation to verify that the decay-time
distribution of background events in this sideband describes
well the decay-time distribution of background events in
the signal region.
The PDFs PsigðσtÞ and PbkgðσtÞ are taken to be finely

binned histograms. The former is determined from the σt
distribution of events in the signal region, after subtracting
the σt distribution of events in the MðϕπþÞ sideband. The
resulting PsigðσtÞ distribution matches well that of MC-
simulated signal decays. The PbkgðσtÞ distribution is
determined from background events in the MðϕπþÞ

sideband. The signal fraction fsig is obtained from the
earlier fit to the MðϕπþÞ distribution (Fig. 2) and fixed in
this fit. Thus, there are three floated parameters: the lifetime
τ, and the mean parameter μ and scaling factor s of the
resolution function. These are determined by maximizing
the total log-likelihood

P
i lnLðτjti; σitÞ, where the sum

runs over all events in the signal region.
The result of the fit is τ ¼ 498.70% 1.71 fs, where the

uncertainty is statistical only. The projection of the fit for t
is shown in Fig. 3 along with the resulting pulls; the
χ2 divided by the number of degrees of freedom
(100 − 4 ¼ 96) is 1.02. The values μ ¼ 0.56% 0.86 fs
and s ¼ 1.22% 0.01 obtained for the resolution function
are similar to those obtained from MC-simulated samples.
The main systematic uncertainties are listed in Table I

and evaluated as follows. Uncertainty arising from possible
mismodeling of the detector response and possible corre-
lations between t and σt not accounted for by the resolution
function is assessed by fitting a large ensemble of MC
signal events. The mean of the fitted lifetime values is
calculated, and the difference of −0.85 fs between the
mean value and the input value is used to correct the fitted
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FIG. 3. Distribution of t for Dþ

s → ϕπþ candidates, with the fit
result overlaid. Black dots correspond to the data; the red dashed
curve shows the background component; and the blue solid curve
shows the overall fit result. The corresponding pull distribution is
shown in the lower panel.

TABLE I. Summary of systematic uncertainties.

Source Uncertainty (fs)

Resolution function %0.43
Background ðt; σtÞ distribution %0.40
Binning of σt histogram PDF %0.10
Imperfect detector alignment %0.56
Sample purity %0.09
Momentum scale factor %0.28
Dþ

s mass %0.02

Total %0.87
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The decay time of a Dþ
s candidate is calculated as

t ¼
!
d⃗ · p⃗
p2

"
mDþ

s
; ð1Þ

where d⃗ is the displacement vector from the IP to the Dþ
s

decay vertex, p⃗ is the Dþ
s momentum, and mDþ

s
is the

knownDþ
s mass [17]. The average resolution on t is 108 fs.

We determine the Dþ
s lifetime by performing an unbinned

maximum likelihood fit to two observables: the decay time
t and the per-candidate uncertainty on t (σt) as calculated
from the uncertainties on d⃗ and p⃗. The likelihood function
for the ith candidate is given by

Lðτjti; σitÞ ¼ fsigPsigðtijτ; σitÞPsigðσitÞ
þ ð1 − fsigÞPbkgðtijσitÞPbkgðσitÞ; ð2Þ

where fsig is the fraction of events that are signal Dþ
s →

ϕπþ decays; Psigðtjτ; σtÞ and PbkgðtjσtÞ are probability
density functions (PDFs) for signal and background events
for a reconstructed decay time t, given a Dþ

s lifetime τ for
signal and an uncertainty σt; and PsigðσtÞ and PbkgðσtÞ are
the respective PDFs for σt. To reduce highly mismeasured
events that are difficult to simulate, we impose loose
requirements −2000 fs < t < 4000 fs and σt < 900 fs.
These requirements reject less than 0.1% of signal
candidates.
The signal PDF is the convolution of an exponential

function and a resolution function R:

Psigðtijτ; σitÞ ¼
1

τ

Z
e−t

0=τRðti − t0; μ; s; σitÞdt0; ð3Þ

where Rðti − t0; μ; s; σitÞ is a single Gaussian function with
mean μ and a per-candidate standard deviation s × σit. The
scaling factor s accounts for under- or over-estimation of
the uncertainty σit. The PDF PbkgðtjσtÞ is determined by
fitting the decay-time distribution of events in the
MðϕπþÞ “upper” sideband 1.990 GeV=c2 < MðϕπþÞ <
2.020 GeV=c2, which has no contamination from signal
decays with final-state radiation. We model PbkgðtjσtÞ as
the sum of three asymmetric Gaussians with a common
mean. We use MC simulation to verify that the decay-time
distribution of background events in this sideband describes
well the decay-time distribution of background events in
the signal region.
The PDFs PsigðσtÞ and PbkgðσtÞ are taken to be finely

binned histograms. The former is determined from the σt
distribution of events in the signal region, after subtracting
the σt distribution of events in the MðϕπþÞ sideband. The
resulting PsigðσtÞ distribution matches well that of MC-
simulated signal decays. The PbkgðσtÞ distribution is
determined from background events in the MðϕπþÞ

sideband. The signal fraction fsig is obtained from the
earlier fit to the MðϕπþÞ distribution (Fig. 2) and fixed in
this fit. Thus, there are three floated parameters: the lifetime
τ, and the mean parameter μ and scaling factor s of the
resolution function. These are determined by maximizing
the total log-likelihood

P
i lnLðτjti; σitÞ, where the sum

runs over all events in the signal region.
The result of the fit is τ ¼ 498.70% 1.71 fs, where the

uncertainty is statistical only. The projection of the fit for t
is shown in Fig. 3 along with the resulting pulls; the
χ2 divided by the number of degrees of freedom
(100 − 4 ¼ 96) is 1.02. The values μ ¼ 0.56% 0.86 fs
and s ¼ 1.22% 0.01 obtained for the resolution function
are similar to those obtained from MC-simulated samples.
The main systematic uncertainties are listed in Table I

and evaluated as follows. Uncertainty arising from possible
mismodeling of the detector response and possible corre-
lations between t and σt not accounted for by the resolution
function is assessed by fitting a large ensemble of MC
signal events. The mean of the fitted lifetime values is
calculated, and the difference of −0.85 fs between the
mean value and the input value is used to correct the fitted
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s → ϕπþ candidates, with the fit

result overlaid. Black dots correspond to the data; the red dashed
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shown in the lower panel.

TABLE I. Summary of systematic uncertainties.

Source Uncertainty (fs)

Resolution function %0.43
Background ðt; σtÞ distribution %0.40
Binning of σt histogram PDF %0.10
Imperfect detector alignment %0.56
Sample purity %0.09
Momentum scale factor %0.28
Dþ

s mass %0.02

Total %0.87
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We measure the lifetime of the Dþ
s meson using a data sample of 207 fb−1 collected by the Belle II

experiment running at the SuperKEKB asymmetric-energy eþe− collider. The lifetime is determined by
fitting the decay-time distribution of a sample of 116 × 103 Dþ

s → ϕπþ decays. Our result is
τDþ

s
¼ ð499.5$ 1.7$ 0.9Þ fs, where the first uncertainty is statistical and the second is systematic. This

result is significantly more precise than previous measurements.

DOI: 10.1103/PhysRevLett.131.171803

The lifetime of a particle, like its mass and spin, is one of
the fundamental properties that distinguishes it from other
particles. The lifetime is the reciprocal of the total decay
width, which is the sum of all partial decay widths. Each
partial width is proportional to the magnitude squared of
the sum of all decay amplitudes to a final state, and thus
every decay amplitude potentially affects the lifetime. As a
result, the lifetime can provide information about ampli-
tudes that are difficult to measure or calculate.
Lifetimes of D mesons are dominated by partial widths

to hadronic final states. The relatively long lifetime of the
Dþ meson, 2.5 times that of the D0, implies there is a
reduction in hadronic partial widths. This reduction is
attributed to destructive interference between a “spectator”
amplitude and a color-suppressed amplitude (Fig. 1, left)
[1]. The small difference in lifetimes of the D0 and Dþ

s
mesons is attributed to the dominance of the spectator
amplitude for hadronic decays and different color factors
that enter subdominant “exchange” (D0) and “annihilation”
(Dþ

s ) amplitudes [2]. The latter amplitude for Dþ
s decays

(Fig. 1, right) is Cabibbo favored and thus plays a larger
role than it does for Dþ decays, in which it is Cabibbo
suppressed.
Hadron lifetimes are difficult to calculate theoretically, as

they depend on nonperturbative effects arising from quan-
tum chromodynamics (QCD). Thus, lifetime calculations
are performed using phenomenological methods such as
the heavy quark expansion [3–8]. Comparing calculated
values with measured values improves our understanding
of QCD, which leads to improved QCD calculations of
other quantities such as hadron masses, structure functions,
etc. [9]. Measurements of the Dþ

s lifetime have been
reported by many experiments [10–16]; the world average
value is τDþ

s
¼ ð504$ 4Þ fs [17]. In this Letter, we present

a new measurement of the Dþ
s lifetime using Dþ

s → ϕπþ

decays [18] reconstructed in 207 fb−1 of data collected by

the Belle II experiment [19,20]. The data were recorded at
an eþe− center-of-mass energy corresponding to the ϒð4SÞ
resonance, and at an energy slightly below. Our result has
significantly greater precision than the world average value.
The Belle II experiment runs at the SuperKEKB eþe−

collider [21]. The overall detector [19] has a cylindrical
geometry and includes a two-layer silicon-pixel detector
(PXD) surrounded by a four-layer double-sided silicon-
strip detector (SVD) [22] and a 56-layer central drift
chamber (CDC). These detectors reconstruct tracks (tra-
jectories of charged particles). Only one sixth of the second
layer of the PXD was installed for the data analyzed here.
The axis of symmetry of these detectors, defined as the
z axis, is almost coincident with the direction of the elec-
tron beam. Surrounding the CDC is a time-of-propagation
counter (TOP) [23] in the central region, and an aerogel-
based ring-imaging Cherenkov counter (ARICH) in the
forward region. These detectors provide charged-particle
identification. Surrounding the TOP and ARICH is an
electromagnetic calorimeter based on CsI(Tl) crystals that
provides energy and timing measurements for photons and
electrons. Outside of the calorimeter is an iron flux return
for a superconducting solenoid magnet. The flux return is
instrumented with resistive plate chambers and plastic
scintillator modules to detect muons, K0

L mesons, and
neutrons. The solenoid magnet provides a 1.5 T magnetic
field that is parallel to the z axis.

FIG. 1. Left: Spectator amplitude (top) and color-suppressed
amplitude (bottom). Right: Annihilation amplitude.
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Λc
+ Lifetime

convolved with a Gaussian resolution function, which
depends on σt, and a PDF for σt. The latter is a histogram
template formed from signal candidates subtracted by the
distribution of sideband candidates after scaling according
to the size of the signal and background regions. To account
for a possible bias in the decay-time determination, the
mean of the resolution function is determined by the fit.
The background PDF, an empirical model of the side-

band data, is the sum of two exponential functions con-
volved with Gaussian resolution functions, which account
for backgrounds from long-lived particles, and a zero-
lifetime component consisting only of the resolution
function, which accounts for combinatorial backgrounds.
To account for a possible misestimation of the decay-time
uncertainty, the width of the resolution function is given
by the per-candidate σt multiplied by a scale factor s, which
is a free parameter in the lifetime fit. The mean of the
resolution function is common for all terms, but a separate
σt -scaling parameter is used for the background PDF.
To better constrain the background, a simultaneous fit to

the events in the signal region and sidebands is performed,
where the σt PDF for the sidebands is a binned template
determined by sideband events. The background fraction in
the lifetime fit is Gaussian constrained to ð7.50" 0.02Þ%,
as determined from the MðpK−πþÞ fit.
The lifetime fit is validated both on fully simulated

data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated distri-
butions generated by randomly sampling the lifetime PDF
determined from a fit to the collision data. All validation fits
return unbiased results, regardless of the assumed Λþ

c
lifetime. Studies of the decay-time distribution in simu-
lation suggest that σt is underestimated by about 10%,
which is in good agreement with the results from the
lifetime fit to the data, for which the scale parameter is
determined to be s ¼ 1.108" 0.006. The mean of the
resolution function is determined to be 4.77" 0.63 fs.

The Λþ
c lifetime is measured to be 203.20" 0.89 fs,

where the uncertainty is statistical only. The lifetime fit
projection, overlaid on the decay-time distribution in the
data sample, is shown in Fig. 2. The σt PDF used in the
lifetime fit is shown in Fig. 3. The systematic uncertainty is
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convolved with a Gaussian resolution function, which
depends on σt, and a PDF for σt. The latter is a histogram
template formed from signal candidates subtracted by the
distribution of sideband candidates after scaling according
to the size of the signal and background regions. To account
for a possible bias in the decay-time determination, the
mean of the resolution function is determined by the fit.
The background PDF, an empirical model of the side-

band data, is the sum of two exponential functions con-
volved with Gaussian resolution functions, which account
for backgrounds from long-lived particles, and a zero-
lifetime component consisting only of the resolution
function, which accounts for combinatorial backgrounds.
To account for a possible misestimation of the decay-time
uncertainty, the width of the resolution function is given
by the per-candidate σt multiplied by a scale factor s, which
is a free parameter in the lifetime fit. The mean of the
resolution function is common for all terms, but a separate
σt -scaling parameter is used for the background PDF.
To better constrain the background, a simultaneous fit to

the events in the signal region and sidebands is performed,
where the σt PDF for the sidebands is a binned template
determined by sideband events. The background fraction in
the lifetime fit is Gaussian constrained to ð7.50" 0.02Þ%,
as determined from the MðpK−πþÞ fit.
The lifetime fit is validated both on fully simulated

data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated distri-
butions generated by randomly sampling the lifetime PDF
determined from a fit to the collision data. All validation fits
return unbiased results, regardless of the assumed Λþ

c
lifetime. Studies of the decay-time distribution in simu-
lation suggest that σt is underestimated by about 10%,
which is in good agreement with the results from the
lifetime fit to the data, for which the scale parameter is
determined to be s ¼ 1.108" 0.006. The mean of the
resolution function is determined to be 4.77" 0.63 fs.

The Λþ
c lifetime is measured to be 203.20" 0.89 fs,

where the uncertainty is statistical only. The lifetime fit
projection, overlaid on the decay-time distribution in the
data sample, is shown in Fig. 2. The σt PDF used in the
lifetime fit is shown in Fig. 3. The systematic uncertainty is
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calculated from the sum in quadrature of individual
contributions from the sources listed in Table I and
described below.
The systematic uncertainty due to backgrounds from Ξc

decays is determined by adding simulated events of this
type to the 1 ab−1 equivalent simulated sample according to
the estimated maximum contamination determined from
the fit to the distribution of the Λþ

c transverse vertex
displacement in data and repeating the measurement.
The difference between the simulated Λþ

c lifetime and
the measured value is 0.68 fs. Since this is an estimate of
the maximum effect of remaining Ξc backgrounds, half the
difference, 0.34 fs, is taken as both a correction to the
lifetime and an associated systematic uncertainty.
The resolution model for the lifetime PDF is complicated

by correlations between the decay time and the decay-time
uncertainty such that it cannot be described by a simple
Gaussian function. We neglect these correlations in our
model, which consists of a σt -dependent Gaussian reso-
lution multiplied by a PDF in σt, and include the impact of
this approximation as a systematic uncertainty. We fit our
model to 1000 sets of signal-only simulated decays, each
with a size equivalent to the data. The sets are produced by
resampling, with repetition, simulated events in an amount
corresponding to an equivalent luminosity of 1 ab−1. The
difference in the mean lifetime determined from these fits
relative to the true value is 0.46 fs, which is taken as a
systematic uncertainty due to the resolution model.
To check the resolution model, the lifetime fit is repeated

with the Gaussian resolution function replaced with a sum
of two Gaussian functions. The difference in the measured
lifetime, 0.36" 0.23 fs, is covered by the corresponding
systematic uncertainty. The bias of the decay-time reso-
lution function for signal events depends on the Λþ

c
candidate mass, but cancels if the signal range is centered
on the true mass. Differences in the measured lifetime with
the signal region varied are consistent with statistical
fluctuations and are within the systematic uncertainty
due to the resolution model.
Sideband events are included in the lifetime fit to

constrain the background PDF. In simulation, sideband
events describe the background distribution in the signal
region accurately. To account for potential disagreements
between the signal region and sidebands in the data, we

produce 1000 sets of simulated data by resampling from the
1 ab−1-equivalent simulated sample for events in the signal
region and from the sidebands of the data sample for events
in the sideband region. The mean lifetime residual is
0.20 fs, which is taken as a systematic uncertainty asso-
ciated with background contamination.
To check the signal PDF for theMðpK−πþÞ fit, we replace

the sumofGaussian and Johnson functionswith a sumof two
Gaussian functions. Using the resulting background contri-
bution has a negligible effect on the measured lifetime.
Reconstruction of charged particles at Belle II relies on

periodic calibrations to correct for detector misalignment
and surface deformations of the internal components of
the PXD and SVD, as well as for relative alignments of the
tracking system [30]. Detector misalignment can bias
measured particle-decay lengths and therefore their decay
times. To account for imperfections in the detector align-
ment, sets of signal-only simulated data, each with a size
comparable to the collision data, are produced with
detectors randomly misaligned according to the alignment
precision observed in data. The root mean square
dispersion of the lifetime residuals in these misaligned
simulated datasets is 0.46 fs, which is taken as a systematic
uncertainty due to imperfect detector alignment.
The momenta of charged particles are scaled by a factor,

0.99971, determined by calibrating the peak positions of
abundant charm, strange, and bottom hadron decays. The
uncertainty on this scale factor, 0.0009, results in a
systematic uncertainty on the Λþ

c lifetime of 0.09 fs.
The uncertainty on the world average of the Λþ

c mass
results in a negligible systematic uncertainty.
As a check of the internal consistency of the lifetime

measurement, the full analysis is repeated on subsets of data
chosen according to data-collection periods andΛþ

c momen-
tum ranges, directions, and charge. The result for each subset
is consistent with the full result. The lifetime fit is also
repeated by selecting the candidate with the best vertex fit
probability or randomly selecting a candidate, rather than
rejecting events with multiple candidates. The difference in
lifetime in each case is negligible. Finally, several events in
the data have lifetimes greater than 4 ps, as shown in Fig. 2.
Studies of simulated events suggest that these are from long-
lived charmmeson decays and show that they do not bias the
lifetime result with the current dataset size.
In conclusion, we measure the Λþ

c lifetime to be
203.20" 0.89" 0.77 fs where the first uncertainty is
statistical and the second systematic, using data with an
integrated luminosity of 207.2 fb−1 collected by the Belle II
experiment at the SuperKEKB asymmetric-energy eþe−

collider. This is consistent with the recent, relative meas-
urement by LHCb [9] and other previous results, though the
mild tension between the measurement by CLEO [14] and
all other measurements remains. The absolute measurement
presented here is the most preciseΛþ

c lifetime measurement
to date and may be useful to test the accuracy of HQE

TABLE I. Systematic uncertainties on the Λþ
c lifetime.

Source Uncertainty (fs)

Ξc contamination 0.34
Resolution model 0.46
Non-Ξc backgrounds 0.20
Detector alignment 0.46
Momentum scale 0.09

Total 0.77
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An absolute measurement of the Λþ
c lifetime is reported using Λþ

c → pK−πþ decays in events
reconstructed from data collected by the Belle II experiment at the SuperKEKB asymmetric-
energy electron-positron collider. The total integrated luminosity of the data sample, which was
collected at center-of-mass energies at or near the ϒð4SÞ resonance, is 207.2 fb−1. The result,
τðΛþ

c Þ ¼ 203.20% 0.89% 0.77 fs, where the first uncertainty is statistical and the second systematic,
is the most precise measurement to date and is consistent with previous determinations.

DOI: 10.1103/PhysRevLett.130.071802

Searches for physics beyond the standard model of
particle physics through precise measurements of weakly
decaying charm or bottom hadrons often rely on accurate
theoretical descriptions of strong interactions at low energy,
typically using effective models such as the heavy quark
expansion (HQE) [1–7]. The HQE provides a consistent
framework for computing the decay widths of heavy hadrons
in terms of inverse powers of the heavy quark mass. For
bottom hadrons, nonperturbative effects are relatively small,
and the HQE in 1=mb, where mb is the mass of the bottom
quark, works well. In contrast, higher-order corrections due
to the influence of light valence (spectator) quarks are
significant for charm hadron lifetimes, for which the HQE
to 1=m3

c does not satisfactorily describe lifetimes [7]. The
lifetimes of the Ω0

c and Ξ0
c were recently measured to be

much larger than the previous world average [8–10],
inverting the known hierarchy of charm lifetimes. Careful
consideration of model-dependent spectator effects is
required for theoretical predictions of charm baryon lifetimes
to agree with experimental measurements [6,7]. Improved
measurements of charm baryon lifetimes therefore provide
refined tests for effective models.
The world average value of the Λþ

c lifetime is 202.4%
3.1 fs [11]. Previous measurements include percent-level
results from the FOCUS, SELEX, and CLEO collabora-
tions two decades ago [12–14], as well as a more precise
measurement, relative to the Dþ lifetime, from the LHCb
collaboration [9]. The latter of these has a limiting
systematic uncertainty associated with the Dþ lifetime.
Relative measurements minimize systematic uncertainties
related to event selection that may bias the decay time,
particularly at hadron colliders. In contrast, the ability to
reconstruct charm hadrons without biasing the decay time
allows experiments at electron-positron (eþe−) colliders to
precisely determine absolute lifetimes, as demonstrated by
the recent measurement of the D0 and Dþ lifetimes [15]
from the Belle II experiment [16] at the SuperKEKB
asymmetric-energy eþe− collider [17]. The most recent
Λþ
c lifetime measurement at an eþe− collider, from the

CLEO collaboration, is in mild tension with other results
and increases the uncertainty of the world average [11]. A
precise, absolute measurement by Belle II may help to
resolve the tension between Λþ

c lifetime measurements at
eþe− colliders and other experiments and will substantially
improve the world average.
In this Letter, we report a precise measurement of the Λþ

c
lifetime using Λþ

c → pK−πþ decays reconstructed in data
collected at or near the ϒð4SÞ resonance, corresponding
to a center-of-mass energy at or near 10.58 GeV, by the
Belle II experiment from 2019 to mid 2021 and corre-
sponding to an integrated luminosity of 207.2 fb−1. Unless
specified otherwise, charge conjugate decays are implied
throughout.
The lifetime of the Λþ

c is determined from a two-
dimensional fit to the decay time t and its uncertainty σt.
The decay time is calculated assuming that Λþ

c candidates
are promptly produced from continuum eþe− → cc̄ events
and is determined according to t ¼ mΛc

L⃗ · p⃗=jp⃗j2, where
mΛc

is the world average mass of the Λþ
c [11], L⃗ is the

displacement of the Λþ
c decay point from the eþe−

interaction point (IP), and p⃗ is the momentum of the Λþ
c

candidate. The position and size of the IP region is
determined using eþe− → μþμ− events. Event selection
criteria and the fit strategy are optimized and validated
using simulated data, but the fit to the collision data does
not use any input taken from simulation.
The Belle II detector [16] includes a tracking system

comprising a two-layer silicon pixel detector (PXD) sur-
rounded by a four-layer double-sided silicon strip detector
(SVD) and a 56-layer central drift chamber (CDC). The
second layer of the PXD had 15% azimuthal coverage
during the collection of the data used in this study. For the
Λþ
c decays considered here, the combined PXD and SVD

vertexing system provide a decay-length resolution of
40 μm, corresponding to an average decay-time resolution
of 87 fs for an average decay length of 96 μm. A time-of-
propagation counter in the barrel region of the detector
and an aerogel ring-imaging Cherenkov counter in the
endcap region provide charged-particle identification (PID)
information. An electromagnetic calorimeter consisting of
CsI(Tl) crystals provides energy and timing measurements
for photons and electrons. A K0

L and muon detector is
installed in the iron flux return yoke of a superconducting
solenoid magnet that provides a 1.5 T magnetic field.
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Ωc
0 Lifetime

We report on a measurement of the Ω0
c lifetime using Ω0

c → Ω−πþ decays reconstructed in eþe− → cc̄
data collected by the Belle II experiment and corresponding to 207 fb−1 of integrated luminosity.
The result, τðΩ0

cÞ ¼ 243% 48ðstatÞ % 11ðsystÞ fs, agrees with recent measurements indicating that the Ω0
c

is not the shortest-lived weakly decaying charmed baryon.

DOI: 10.1103/PhysRevD.107.L031103

The lifetime hierarchy of beauty hadrons is accurately
predicted using the so-called heavy-quark expansion, which
expresses the decay rate of heavy hadrons as an expansion in
inverse powers of the heavy-quark mass mb [1–6]. An
accurate prediction of the hierarchy of charmed hadrons is
more challenging because higher-order terms in 1=mc and
contributions from spectator quarks cannot be neglected and
result in larger uncertainties. While the lifetimes of charmed
mesons are known to high precision, the lifetimes of charmed
baryons are less well measured [7].
Since its lifetime was first measured in 1995 [8,9], theΩ0

c
baryon was believed to be the shortest lived among the four
singly charmed baryons that decay weakly [10], in agree-
ment with theoretical expectations [11,12]. In 2018, using
Ω0

c → pK−K−πþ decays originating from semileptonic
b-hadron decays, the LHCb collaboration measured the
Ω0

c lifetime to be 268% 24% 10% 2 fs, where the uncer-
tainties are statistical, systematic, and from the Dþ lifetime
used as normalization [13]. This value is nearly four times
larger than, and inconsistent with, the previous world
average of 69% 12 fs [10], resulting in the new lifetime
hierarchy τðΞ0

cÞ < τðΛþ
c Þ < τðΩ0

cÞ < τðΞþ
c Þ. Another recent

measurement from LHCb using promptly produced Ω0
c →

pK−K−πþ decays confirms their previous result with better
precision, 276.5% 13.4% 4.4% 0.7 fs, where the last
uncertainty is from the D0 lifetime used as normalization
[14]. No independent experimental confirmation of the
LHCb results exists. Why the heavy-quark expansion failed
to predict the newly observed hierarchy has been debated
[15]. However, recently an updated calculation shows that
the heavy-quark expansion can satisfactorily describe the
measured lifetimes [16].
In this paper, we report on a measurement of the Ω0

c
lifetime using Ω0

c → Ω−πþ decays reconstructed in
eþe− → cc̄ events at Belle II. Charge-conjugated decays
are included throughout this paper. The eþe− collision data
used are collected at center-of-mass energies at or near the
ϒð4SÞ mass and correspond to an integrated luminosity of
207 fb−1. Assuming a lifetime consistent with the LHCb
measurement, Ω0

c baryons produced in eþe− → cc̄ events
at Belle II have a Lorentz boost that, on average, displaces

their decay vertices by 100 μm from the eþe− interaction
point (IP), where they are produced. The decay time is
measured from the projection of the displacement L⃗ along
the direction of the momentum p⃗, as t ¼ mL⃗ · p⃗=jp⃗j2,
where m is the known mass of the Ω0

c baryon [7]. The
decay-time uncertainty σt is calculated by propagating the
uncertainties in L⃗ and p⃗, including their correlations. The
lifetime is determined using a fit to the ðt; σtÞ distributions
of the reconstructed Ω0

c candidates. To minimize bias, an
arbitrary and unknown lifetime offset is applied to the data.
The offset is revealed only after we finalized the entire
analysis procedure and determined all uncertainties.
TheBelle II detector [17] is built around the collision point

of the SuperKEKB asymmetric-energy eþe− collider [18]
and consists of subsystems arranged in a cylindrical geom-
etry around the beam pipe. The innermost is a tracking
subsystem consisting of a two-layer silicon-pixel detector
(PXD) surrounded by a four-layer double-sided silicon-strip
detector (SVD) and a 56-layer central drift chamber (CDC).
Only 15% of the azimuthal angle is covered by the second
PXD layer for the collection of these data. A time-of-
propagation counter in the barrel andan aerogel ring-imaging
Cherenkov detector in the forward end cap provide infor-
mation used for the identification of charged particles. An
electromagnetic calorimeter consisting of CsI(Tl) crystals
fills the remaining volume inside a 1.5 T superconducting
solenoid and provides energy and timing measurements for
photons and electrons. A K0

L and muon detection subsystem
is installed in the iron flux return of the solenoid.The z axis of
the laboratory frame is defined as the central axis of the
solenoid, with its positive direction defined as the direction
opposite the positron beam.
Events are reconstructed using the Belle II software

framework [19,20] using selection requirements that ensure
large signal efficiency and avoid biases on decay time or
variation of the signal efficiency as a function of decay
time, as verified in simulation. The simulation uses KKMC

[21] to generate quark-antiquark pairs from eþe− colli-
sions, PYTHIA8 [22] to simulate the quark hadronization,
EVTGEN [23] to decay the hadrons, and GEANT4 [24] to
simulate the detector response.
Events enriched in signal Ω0

c → Ω−πþ decays, with
Ω− → Λ0ð→ pπ−ÞK−, are selected by rejecting events
consistent with Bhabha scattering and by requiring at least
three charged particles, with transverse momenta greater
than 200 MeV=c, that are consistent with originating from
the eþe− interaction. These charged particles are not
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required to belong to the Ω0
c → Ω−πþ decay. Candidate

Λ0 → pπ− decays are formed using pairs of oppositely
charged particles, one of which must be identified as a
proton. The decay vertex of the Λ0 candidate is required to
be more than 0.35 cm away from the IP. The Λ0 candidates
are combined with negatively charged kaon candidates
having transverse momenta greater than 0.15 GeV=c to
form Ω− → Λ0K− decays. The Ω− decay vertex must lie
between the Λ0 vertex and the IP and be at least 0.5 mm
from the IP. For both the Λ0 and the Ω− candidates, the
angle between its momentum and its displacement from the
IP must be smaller than 90°. CandidateΩ0

c → Ω−πþ decays
are formed by combining the selected Ω− candidates with
positively charged particles that are consistent with origi-
nating from the eþe− interaction and have momenta greater
than 0.5 GeV=c. We require the scaled momentum of the
Ω0

c candidate be larger than 0.6. The scaled momentum is
pcms=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=4 −mðΩ−πþÞ2

p
, where pcms is the momentum of

theΩ0
c candidate in the eþe− center-of-mass system, s is the

squared center-of-mass energy, and mðΩ−πþÞ is the recon-
structed Ω0

c mass. The scaled momentum requirement
eliminates Ω0

c candidates originating from decays of B
mesons and greatly suppresses combinatorial background.
A decay-chain vertex fit constrains the tracks according to
the decay topology and constrains the Ω0

c candidate to
originate from the eþe− interaction region [25]. The
interaction region has typical dimensions of 250 μm along
the z axis and of 10 μm and 03 μm in the two directions
transverse to the z axis. Its position and size vary over time
and are measured using eþe− → μþμ− events. Only can-
didates with fit probabilities larger than 0.001 and with σt
values smaller than 1.0 ps are retained for further analysis.
The vertex fit updates the track parameters of the final-
state particles, and the updated parameters are used in
the subsequent analysis. The Λ0 and Ω− candidates are
required to have masses within approximately three units of
mass resolution (or standard deviations) of their known
values [7]. The mass of the Ω0

c candidate must be in the
range ½2.55; 2.85% GeV=c2. After these requirements,
about 0.5% of events have multiple Ω0

c candidates; for
these events, the candidate with the highest vertex-fit
probability is retained. An unbinned maximum likelihood
fit to the mðΩ−πþÞ distribution is used to determine the
signal purity in the signal region defined by 2.68 <
mðΩ−πþÞ < 2.71 GeV=c2 (Fig. 1). In the fit, the Ω0

c signal
is modeled with a Gaussian distribution, and the back-
ground is modeled with a straight line. The signal region
contains approximately 132 candidates with a signal purity
of ð66.5& 3.3Þ%.
The lifetime is determined using a maximum-likelihood

fit to the unbinned ðt; σtÞ distribution of the candidates
populating the signal region. The likelihood is defined as

Lðfs; θÞ ¼ Gðfsj0.665; 0.033Þ

×
Y

i

½fsPsðti; σtijθÞ þ ð1 − fsÞPbðti; σtijθÞ%;

where i runs over the candidates and θ is a shorthand
notation for the set of fit parameters, which are specified in
the following. The signal fraction fs is constrained to the
value measured in the mðΩ−πþÞ fit with the Gaussian
distribution Gðfsj0.665; 0.033Þ. The signal probability
density function (PDF) is the convolution of an exponential
distribution in t with a Gaussian resolution function that
depends on σt, multiplied by the PDF of σt,

Psðt; σtjτ; b; sÞ ¼ Psðtjσt; τ; b; sÞPsðσtÞ

∝
Z

∞

0
e−t

0=τGðt − t0jb; sσtÞdt0PsðσtÞ:

The resolution function’s mean b is a free parameter of
the fit to account for a possible bias in the determination
of the decay time; its width is the per-candidate σt scaled
by a free parameter s to account for a possible mis-
estimation of the decay-time uncertainty. The back-
ground in the signal region is empirically modeled from
data with mðΩ−πþÞ in the sideband ½2.55; 2.65% ∪
½2.75; 2.85% GeV=c2 (Fig. 1). The sideband is assumed
to contain exclusively background candidates and be
representative of the background in the signal region,
as verified in simulation. The background PDF is the
conditional PDF of t given σt multiplied by the PDF
of σt, Pbðt; σtjθÞ ¼ Pbðtjσt; θÞPbðσtÞ. The distribution
in t is the sum of a δ function at zero and an exponential
component with lifetime τb, both convolved with a
Gaussian resolution function having a free mean bb
and a width corresponding to σt scaled by a free
parameter sb,
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FIG. 1. Mass distribution for Ω0
c → Ω−πþ candidates with fit

projections overlaid. The vertical dashed lines enclose the signal
region; the shaded area indicates the sideband.
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Pbðtjσt; τb; fτb ; bb; sbÞ ¼ ð1 − fτbÞGðtjbb; sbσtÞ
þ fτbPbðtjσt; τb; bb; sbÞ;

where fτb is the fraction of the exponential component
relative to the total background and

Pbðtjσt; τb; bb; sbÞ ∝
Z

∞

0
e−t

0=τbGðt − t0jbb; sbσtÞdt0:

To better constrain the background parameters, a simul-
taneous fit to the candidates in the signal region and the
sideband is performed. The PDFs of σt, which differ
between signal and background, are histogram templates
derived directly from the data. The signal template is
derived from the candidates in the signal region after
subtracting the scaled distribution of the sideband data.
The background template is obtained directly from the
sideband data. No direct input from simulation is used in
the fit.
The distributions of decay time and decay-time uncer-

tainty are shown in Figs. 2 and 3 with fit projections
overlaid. TheΩ0

c lifetime is measured to be 243% 48 fs, the

mean of the signal resolution function is b ¼ −18% 41 fs,
and the scaling factor of the width is s ¼ 1.35% 0.20,
where the uncertainties are statistical only.
The following sources of systematic uncertainties are

considered: fit bias, resolution model, treatment of back-
ground contamination, imperfect alignment of the tracking
detectors, and uncertainties in the momentum scale and in
the input Ω0

c mass. Table I lists all contributions and their
total, calculated as the sum in quadrature of the individual
contributions.
The lifetime fit is tested on data generated by randomly

sampling the fit PDF with parameters fixed to the values
found in the fit to the data and with lifetime values varied
between 60 fs and 300 fs. One thousand pseudoexperi-
ments, each the same size as the data, are generated for each
tested lifetime value. A−3.4 fs bias is observed for lifetime
values close to the fit result of 243 fs. The bias is mostly
due to the small sample size and reduces when simulating
larger sizes. Its absolute value is assigned as a symmetric
systematic uncertainty.
Simulation shows that the resolution function has tails

that are inconsistent with a Gaussian model. The effect on
the measured lifetime due to using our imperfect resolution
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FIG. 2. Decay-time distributions for Ω0
c → Ω−πþ candidates

populating (top) the signal region and (bottom) the sideband with
fit projections overlaid.
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FIG. 3. Decay-time-uncertainty distributions for Ω0
c → Ω−πþ

candidates populating (top) the signal region and (bottom) the
sideband with fit projections overlaid.
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model is quantified using one thousand samples of signal-
only simulated decays, each the same size as the data. The
samples are obtained by resampling, with replacement,
from a sample of simulated eþe− collisions corresponding
to five times the data size. For each sample the fit is
performed and the measured lifetime is compared to the
true lifetime of the parent simulation sample. The average
difference between measured and true lifetimes, 2.8 fs, is
corrected for the known fit bias of −3.4 fs and the resulting
value, 6.2 fs, is assigned as a systematic uncertainty due to
the imperfect resolution model.
For signal decays, the decay-time resolution function has

a mean that depends nearly linearly on the candidate mass,
and is expected to average out for a symmetric range of
candidate masses. We check that the associated uncertainty
in the measured lifetime is negligible by varying the
boundaries of the signal region.
In simulation, the ðt; σtÞ distribution of the candidates in

the sideband describes the background candidates in the
signal region well. The same might not hold for the data
and this could bias the result. To quantify this bias, we
generate and fit to one thousand pseudoexperiments, each
the same size and with the same signal-to-background
proportion as that of the data. In the generation, signal and
background candidates populating the signal region are
sampled from the fit PDFs, using input parameters equal
to those determined from the fit to the data. Generated
background candidates in the signal region thus feature the
same ðt; σtÞ distribution as the data. In contrast, candidates
in the sideband are sampled from simulated eþe− colli-
sions. In this manner, the pseudoexperiments feature side-
band data that differ from the background in the signal
region with the same level of disagreement as observed
between data and simulation. The averaged difference
between the measured and generated lifetimes, corrected
for the previously estimated biases due to the fit and to the
resolution model, is 6.2$ 1.9 fs. Various definitions of
the sideband are tried: ½2.55; 2.64& ∪ ½2.76; 2.85& GeV=c2,
½2.55; 2.66& ∪ ½2.74; 2.85& GeV=c2, ½2.55; 2.65& GeV=c2,
and ½2.75; 2.85& GeV=c2. The latter region shows a sig-
nificant deviation in fitted lifetime from the nominal result.
The deviation, 8.3 fs, is consistent with the pseudoexperi-
ments study and is assigned as a systematic uncertainty due
to the modeling of the background ðt; σtÞ distribution.

In the lifetime fit, the fraction of background candidates in
the signal region is constrained by the result of the fit to the
mðΩ−πþÞ distribution. When we change this background
fraction to values obtained from fitting to the mðΩ−πþÞ
distribution with alternative signal and background PDFs,
the change in the measured lifetime is negligible.
In Belle II, track parameters are periodically calibrated to

correct for misalignment and deformation of internal
components of the PXD and SVD, and for the relative
alignments of the PXD, SVD, and CDC. Misalignment can
bias the measurement of the decay lengths and hence of the
decay times. To quantify the effect of possible residual
misalignment on the measured lifetime, large samples of
signal decays are simulated with various misalignment
configurations. Lifetime residuals with respect to perfectly
aligned simulation are estimated, and their root mean
square, 1.6 fs, is assigned as a systematic uncertainty
due to possible detector misalignment.
Uncertainties in the knowledge of the absolute momen-

tum scale and in the world-average value of theΩ0
c mass [7]

each result in a 0.2 fs uncertainty in the lifetime.
Consistency of the results is tested by repeating the full

analysis in subsets of the data split according to data-taking
periods and conditions, Ω0

c momentum and flight direction,
charm flavor, and Ω− flight length. In all cases, the
variations of the results are consistent with statistical
fluctuations. To check that the best-candidate selection
in events with multiple candidates does not affect the result,
the measurement is repeated with randomly selecting a
single candidate, removing all events with multiple candi-
dates, or keeping all candidates. No significant variation in
the measured lifetime is observed. The measurement is also
repeated with the fit range varied to exclude candidates in
the tails of the ðt; σtÞ distribution, with no significant
deviation in the resulting lifetime from the nominal result.
In conclusion, we report on a measurement of the Ω0

c
lifetime using eþe− → cc̄ data collected by the Belle II
experiment corresponding to an integrated luminosity of
207 fb−1. This measurement,

τðΩ0
cÞ ¼ 243$ 48ðstatÞ $ 11ðsystÞ fs;

is consistent with the LHCb average of 274.5$ 12.4 fs
[14], and inconsistent at 3.4 standard deviations with the
pre-LHCb world average of 69$ 12 fs [10]. The Belle II
result, therefore, confirms that the Ω0

c is not the shortest-
lived weakly decaying charmed baryon.

This work, based on data collected using the
Belle II detector, which was built and commissioned
prior to March 2019, was supported by Science
Committee of the Republic of Armenia Grant
No. 20TTCG-1C010; Australian Research Council and
research Grants No. DE220100462, No. DP-
180102629, No. DP170102389, No. DP170102204,

TABLE I. Systematic uncertainties.

Source Uncertainty (fs)

Fit bias 3.4
Resolution model 6.2
Background model 8.3
Detector alignment 1.6
Momentum scale 0.2
Input Ω0

c mass 0.2

Total 11.0
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CKM  Angle 𝛾 = ϕ3

to appear in JHEP

measurements of D-decay strong-interaction-phase parameters. The population of candi-

dates in the Dalitz plot depends on four variables,

xX± = rXB cos(�XB ± �3), (2.4)

yX± = rXB sin(�XB ± �3). (2.5)

The D ! K0
Sh

�h+ decay proceeds via several intermediate resonances, which results in a

variation of the CP asymmetry over the Dalitz plot, providing the best sensitivity to �3

among all the methods.

Subleading e↵ects from D0 � D
0
mixing can impact the determination of �3 [21].

They are accounted for in this combination only for the ADS channels, where D0 � D
0

mixing contributes at leading order in the relations between �3, other parameters, and the

ADS observables RADS and AADS (see Ref. [21] and Equations C.4 in Appendix C). The

magnitude of the e↵ect is inversely proportional to rX
B
, making it particularly significant

for B+ ! D⇡+ decays. For consistency, D0�D
0
mixing e↵ects are also included for B+ !

DK+ modes. The contribution from D0�D
0
mixing cancels in the CP asymmetries and is

negligible in the ratios of the GLW observables. Charm mixing is ignored in the BPGGSZ

result, as to properly account for it a new measurement would be required taking into

account its e↵ects in the determination of theD-decay strong-interaction-phase parameters.

However, the bias from neglecting charm mixing in BPGGSZ channels is estimated to be

less than 0.2� [21], i.e., negligible compared to the expected precision of this combination.

Due to the limited precision, D0�D
0
mixing is also neglected in the GLS results. Finally,

we ignore the small e↵ect of direct CP violation in D decays [22].

3 Inputs from Belle and Belle II analyses

We summarize the measurements used as inputs in our combination in Table 1 and briefly

describe them below. The values of the observables with their uncertainties and correlations

are provided in Appendix D.

Table 1. Belle and Belle II measurements used for the combination, m.i. and m.d. stand for model-
independent and model-dependent, respectively.

B decay D decay Method Data set (Belle + Belle II)[ fb�1] Ref.

B+ ! Dh+ D ! K0
S⇡

0,K�K+ GLW 711 + 189 [23]

B+ ! Dh+ D ! K+⇡�,K+⇡�⇡0 ADS 711 + 0 [15, 24]

B+ ! Dh+ D ! K0
SK

�⇡+ GLS 711 + 362 [25]

B+ ! Dh+ D ! K0
Sh

�h+ BPGGSZ (m.i.) 711 + 128 [26]

B+ ! Dh+ D ! K0
S⇡

�⇡+⇡0 BPGGSZ (m.i.) 711 + 0 [27]

B+ ! D⇤K+
D⇤ ! D⇡0, D ! K0

S⇡
0,K0

S�,K
0
S!, GLW 210+0 [12]

K�K+,⇡�⇡+

B+ ! D⇤K+ D⇤ ! D⇡0, D�, D ! K0
S⇡

�⇡+ BPGGSZ (m.d.) 605 + 0 [28]

– 4 –

Belle + Belle II average : 𝛾 = ϕ3 = (75.2 ± 7.6)o

… still chasing LHCb average : (67± 4)o

D0 strong phase, coherence factors 
from BESIII, CLEO-c feed into this !

Average of “alphabet soup” methods
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Belle II :  B+ → K+ ν ν

First a new limit :      PRL  127, 181802 (2021) BF  <  4.1 x 10-5

Then 3.5σ evidence : PRD 109, 112006 (2024)      BF  = ( 2.3 ± 0.5+ ± 0.5
-0.4 ) x 10-5

NOTE: NA62 has recent  K +→ π+νν update !   ( & previous B787, B949 )

FIG. 18. Distributions of ηðBDT2Þ, q2rec, beam-constrained mass of the ROE Mbc;ROE, ΔEROE, Fox-Wolfram R2, and modified
Fox-Wolfram Hso

m;2 in data (points with error bars) and simulation (filled histograms) shown individually for the Bþ → Kþνν̄ signal,
neutral and charged B-meson decays, and the sum of the five continuum categories in the ITA. Events in the most signal-rich region, with
ηðBDT2Þ > 0.98, are shown. Simulated samples are normalized according to the fit yields in the ITA. The pull distributions are shown in
the bottom panels.

I. ADACHI et al. PHYS. REV. D 109, 112006 (2024)

112006-20

Very detailed PRD; uses several control modes to establish technique, resolution, …
Shows many control mode plots, more signal-related plots, etc.

Hard cut: 
BDT>0.98

Left plot: BDT
Right plot:  q2

( data, sig, bkg )

Uses Inclusive Tagging Analysis (ITA) & Boosted Decision Tree (BDT)



BESIII
Datasets & Publications
Spectroscopy
Strong Phases 7 CP-Even Fractions
Leptonic Decays & Decay Constants  w/ new result from Thursday !
Glueball Candidate
Absolute BFs

Additional References
· Physics at BESIII 

D.M. Asner et al., Int J Mod Phys A 2009; 24: S1
· Accomplishments and Future Prospects of the BES Experiments 

at the BEPC Collider 
Briere, Harris & Mitchell, Ann, Rev. Nucl. Part. Sci. 66, 143 (2016)

· Future Physics Programme of BESIII  
M. Ablikim et al., Chin. Phys. C 44, 040001 (2020)

· Special Topic: Physics of the BESIII Experiment 
National Science Review 8: nwab201, 2021 
Introduction by Yifang Wang,  plus six topical reviews 21



22

BESIII & BEPC-II
• Much better detector than BESII         ( similar to CLEO-c )
• Much better accelerator than BEPC ,  

& designed for charm energy region    ( unlike CESR-c )
• More international collaborators than BESII  (esp. Europe)
• Symmetric machine & detector

Flavor physics is popular, but it’s not as dominant 
as you might think…

• Spectroscopy and other physics were popular from the start
• Then “XYZ” physics exploded !

BEPC-II:  1.8 – 4.95 GeV; but upgrade to 5.6 GeV in progress

BESIII
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About 50 fb-1 in total
[ CLEO-c: < 2 fb-1 total, but still impactful! ]

Core Flavor Physics
20.3 fb-1 ψ(3770)    [ 3 fb-1 2010-11; rest 2022-24 ]
3 fb-1 4170 MeV          [ for Ds* Ds prod’n; also add other datasets ]
Λc threshold data

Many high-statistics “XYZ” datasets (exotic hadrons) : 
0.5 fb-1 per energy point, 10-20 MeV spacing
( including data at 4.04, 4.23+4.26, up to 4.95 GeV )

Charmonium:      10  x 109 J/ψ 2.7 x 109 ψ(3686)             

Dedicated scans:
Tau mass @ threshold
Rhad scans ( 2.0 – 3.08 GeV;  > 3.74 GeV )  

BESIII Datasets
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Publications by year   ( 601 total as of 01 Oct 2204 )
2010-2014 3 / 11 / 18 / 26 / 19         Σ =  77
2015-2019 34 / 23 / 38 / 36 / 61         Σ = 192
2020-2024 38 / 62 / 71 / 80 / 81*       Σ = 332,  so far

* partial year: should hit 100 !  [ 10 more accepted already… ]

Publications by Journal
365 PRD    116 PRL       34 PLB    48 JHEP   4 EPJ       29 CPC

1 PRC               1 Nature    2 Nature Phys            1 SciChina

http://bes3.ihep.ac.cn has highlights…

BESIII Publications

http://bes3.ihep.ac.cn/


25

BESIII Spectroscopy

Note:  LHCb is another spectroscopy powerhouse…

Updated version of a plot from: “New hadrons discovered at BESIII”,  
Zhiqing Liu & Ryan E. Mitchell, Science BulleGn 68, 2148 (2023)
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Measurements made possible by 
CP-tagging of D0 pairs

Strong Phases

Eur. Phys. J. C (2022) 82 :1009 Page 11 of 18 1009

Fig. 2 Fits to MBC distributions of single-tag candidates for the CP-even (I–IV), quasi CP-even eigenstate (V) and CP-odd eigenstates (VI–XII)

The D+, DX and D− → K−π+ branching fractions are
displayed in Fig. 4 for each tag. A least-squared fit is per-
formed for the CP eigenstates, taking account of the sys-
tematic uncertainties and their correlations, which yields
B(D− → K−π+) = (4.445 ± 0.060 ± 0.056)% with
a fit quality per number of degrees of freedom (n.d.f.) of
χ2/n.d.f. = 11.1/5 and B(D+ → K−π+) = (3.406 ±
0.059 ± 0.038)% with χ2/n.d.f. = 10.4/7. Here the first
uncertainty is statistical and the second systematic. The
branching fraction obtained with the D → π+π−π0 tag is

B(DX → K−π+) = (4.424 ± 0.076 ± 0.080)%, which,
as expected, lies very close to the measurement of the
D− → K−π+ branching fractions. From these branching
fractions it is found

AKπ = 0.132 ± 0.011 ± 0.007

Aπππ0

Kπ = 0.130 ± 0.012 ± 0.008,

with correlation coefficients of 0.38 and 0.16 for the statistical
and systematic uncertainties respectively. The result forAKπ

is consistent with that reported in Ref. [7] and is more precise.

123

EPJC 82, 1009 (2023)

Mass peaks for: 
4 CP-even, 
1 mostly-even,  
& 7 CP-odd
final  states
(States with KL
are also used)

2.93 fb-1

( 7x now in hand! )

Strong Kπ phase: 
𝛿Kπ = (187.6+8.9

－9.7
+5.4
－7.4 )o

Relevant for D mixing!
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CP-even fractions for multi-body states

CP-Even Fractions

D0 → K+ K-π+ π- PRD 107, 032009 (2023)
F+ = 0.730 ± 0.037 ± 0.021 2.93 fb-1

D0 → KS
+ π+ π-π0 PRD 108, 032003 (2023)

F+ = 0.235 ± 0.010 ± 0.002 2.93 fb-1

D0 → π+ π-π0 PRD 107, 032009 (2023)
F+ = 0.9406 ± 0.0036 ± 0.0021 7.93 fb-1

D0 → K+ K-π0                                                                                            “   “                       

F+ = 0.631 ± 0.014 ± 0.011 “   “

Also measure “coherence factors” for Knπ final states :
an average Re-i𝛿 factor that “generalizes the 2” in interference cross-terms

All 2.93 fb-1
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B( D+ → μ+ ν )  =  ( 3.981 ± 0.079stat± 0.040syst ) x 10-4

fD =  ( 211.5 ± 2.3stat± 1.1syst± 0.8input ) MeV

Leptonic Decays

arXiv:2410:07626; subm. to PRL

On arXiV last Thursday
20.3 fb-1

D+ → μ+ ν𝝁 Missing-mass2

7

No additional charged track is allowed in the event.
The yield of D+ ! µ+⌫µ is determined by fitting
the distribution of the missing-mass squared of the
undetected neutrino

M2
miss ⌘ E2

⌫ � |~p⌫ |2. (4)

Here E⌫ ⌘ Ecm � ED� � Eµ and ~p⌫ ⌘ �~pD� � ~pµ,
where Eµ and ~pµ denote the energy and momentum of
the muon, respectively.

The e�ciencies of the DT reconstruction are deter-
mined with the signal MC samples, with D� decaying to
tag modes andD+ decaying to the signal mode. Dividing
these e�ciencies by the ST e�ciencies determined
with the inclusive MC sample gives the corresponding
e�ciencies of the µ+⌫µ reconstruction. The average
e�ciency over all tag modes is determined to be ✏̄sig =
(65.33± 0.12)%. This e�ciency has been corrected by a
factor of

f cor
µPID = (89.3± 0.10)%,

to account for the di↵erences of µ+ identification
e�ciencies between data and MC simulation, mainly
due to the imperfect simulation of the dµ+ variable [50].
f cor
µPID is determined by using e+e� ! �µ+µ� samples
and reweighting by the µ+ two-dimensional distribution
in |cos ✓µ+ | and pµ+ of D+ ! µ+⌫µ decays.

The background includes two components. One
consists of events with wrongly tagged D� decays
(18.9%), and the other contains correctly tagged D�

decays but incorporating particle mis-identifications,
which is mainly from the decays of D+ ! ⌧+(!
⇡+⌫̄⌧ )⌫⌧ (4.8%), D+ ! ⇡+⇡0 (6.8%), and D+ ! K̄0⇡+

(30.2%). These background fractions are counted over
all backgrounds. Analysis of inclusive MC samples
shows that these two components make comparable
contributions and the main peaking backgrounds in the
resulting M2

miss distribution are D+ ! ⌧+(! ⇡+⌫̄⌧ )⌫⌧
and D+ ! ⇡+⇡0. Furthermore, the radiative decay
D+ ! �µ+⌫µ can also contribute a peaking structure in
the resulting M2

miss distribution. This possible radiative
contribution is considered in the estimation of systematic
uncertainties.

To obtain the BF of D+ ! µ+⌫µ, we perform a fit to
the M2

miss distribution of the D+ ! µ+⌫µ candidates in
data. In the fit, the signal shape is modeled by the MC
simulated shape convolved with a Gaussian function with
free parameters. The shapes of the peaking backgrounds
from D+ ! ⌧+(! ⇡+⌫̄⌧ )⌫⌧ , D+ ! ⇡+⇡0 and the
remaining background are modeled by individual MC
simulated events. The corresponding (probability density
functions) PDFs are derived from individual simulated
shapes with kernel estimation method [51]. The yields
of D+ ! ⌧+(! ⇡+⌫̄⌧ )⌫⌧ , D+ ! ⇡+⇡0, corrected by
the di↵erences in misidentifying ⇡+ as µ+ between data
and MC simulation, are fixed in the fit, while the size of
the remaining background is a free parameter. The fit

result is shown in Fig. 2. From this fit, we obtain the
signal yield of D+ ! µ+⌫µ to be NDT = 2889.5 ± 57.3.
Consequently, the BF of D+ ! µ+⌫µ is found to be
BD+!µ+⌫µ

= (3.981 ± 0.079stat) ⇥ 10�4, where the
uncertainty is statistical only.
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Fig. 2. Fit to the M2
miss distribution of the accepted

candidates for D+ ! µ+⌫µ.

The systematic uncertainty in the MBC fit is estimated
with alternative signal and background shapes. The
alternative signal shapes are obtained by varying the
parameters of the smeared Gaussian functions by ±1�.
The alternative background shape is obtained by varying
the endpoint of the ARGUS function by 0.2 MeV. The
relative di↵erence of the ST yields between data and the
inclusive MC sample R(Ndata/NMC) is assigned as the
systematic uncertainty. Adding these systematic e↵ects
in quadrature gives a systematic uncertainty of 0.10%
due to the MBC fit.
The µ+ tracking and PID e�ciencies are studied with

the control sample of e+e� ! �µ+µ� events. After
correcting the signal e�ciency by f cor

µPID, we assign 0.06%
and 0.10% as the uncertainties in the µ+ tracking and
PID e�ciencies, respectively.
The e�ciency for the Eextra �

max requirement is studied
with a control sample of DT hadronic events; i.e., events
where both D+ and D� decay to one of the eight ST
hadronic final sates. The systematic uncertainty is taken
to be 0.08% considering the e�ciency di↵erences between
data and MC simulation.
The systematic uncertainty associated with the signal

shape in theM2
miss fit is estimated by using an alternative

signal shape represented by a double Gaussian function.
The relative change of the signal yield, 0.84%, is assigned
as the systematic uncertainty from this source. The
systematic uncertainty due to the peaking background
is estimated by varying the world average BFs of the
two background components within ±1� [18]. The
larger relative change of the fitted signal yield, 0.06%
and 0.12%, is assigned as the systematic uncertainty

6

decay ⇡0 ! ��. Candidates with both photons
detected in the end-cap electromagnetic calorimeter
(EMC) are rejected because of poor resolution. The
photon candidates are identified using isolated showers
in the EMC. The EMC time deviation from the event
start time is required to be within [0, 700] ns. The energy
deposition in the EMC is required to be greater than
25 MeV in the barrel region (|cos ✓| < 0.80) and 50 MeV
in the end-cap region(0.86 < |cos ✓| < 0.92). To exclude
showers that originate from charged tracks, the angle
subtended by the EMC shower and the position of the
closest charged track at the EMC must be greater than
10�. The ⇡0 candidates are required to have the invariant
mass of the �� lying within (0.115, 0.150)GeV/c2. A
mass-constrained (1C) fit to the nominal ⇡0 mass [18] is
imposed on the photon pair, to improve the momentum
resolution. The �2 of the 1C kinematic fit is required
to be less than 50. The four-momentum of the ⇡0

candidate updated by this kinematic fit is retained for
the subsequent analysis.
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Fig. 1. Fits to the MBC distributions of the ST D�

candidates. The dots with error bars are data. The blue
solid curves are the fit results. The red dashed curves are the
fitted combinatorial backgrounds. The pairs of arrows denote
the MBC signal regions. The cyan hatched histograms are
background events from the inclusive MC sample.

To separate the ST D� mesons from the combinatorial
background, we define the energy di↵erence �E ⌘
ED� � Ebeam and the beam-constrained mass MBC ⌘p

E2
beam � |~pD� |2, where Ebeam is the beam energy, and

ED� and ~pD� are the total energy and momentum of
the ST D� meson in the e+e� center-of-mass frame.
If there is more than one D� candidate in a given ST
mode, the one with the smallest |�E| value is kept for
the subsequent analysis. The �E requirements and ST
e�ciencies are summarized in Table 1.

For each tag mode, the yield of ST D� mesons is
extracted by fitting the corresponding MBC distribution.
In the fit, the signal shape is described as the sum
of a simulated signal shape convolved with a double-

Table 1. Requirements of �E, ST D� yields in data, ST
e�ciencies (✏iST), and DT e�ciencies (✏iDT). The numbers in
parentheses are the last two significant digits of the statistical
uncertainties. The ✏iST/✏

i
DT varies within 8% for di↵erent

tag modes, which are mainly caused by the significantly
di↵erent signal environments for some tag modes containing
low momentum photon and pions in the signal and inclusive
MC samples.

Tag mode �E (MeV) N i
ST (⇥103) ✏iST (%) ✏iDT (%)

K+⇡�⇡� [�25, 24] 5527.6(25) 51.1 36.48(11)

K0
S⇡

� [�25, 26] 656.5(08) 51.4 36.84(11)

K+⇡�⇡�⇡0 [�57, 46] 1740.2(18) 24.5 18.92(09)

K0
S⇡

�⇡0 [�62, 49] 1442.4(15) 26.5 19.96(09)

K0
S⇡

�⇡�⇡+ [�28, 27] 790.2(11) 29.7 21.83(09)

K+K�⇡� [�24, 23] 481.4(09) 40.9 29.54(10)

⇡+⇡�⇡� [�30, 29] 207.9(08) 51.4 38.48(11)

K+⇡�⇡�⇡�⇡+ [�29, 27] 223.0(07) 23.3 17.18(08)

Gaussian function plus a single-Gaussian function with
free parameters. The double-Gaussian and single-
Gaussian functions account for di↵erent resolution
and ISR e↵ects between data and MC simulation,
respectively. The background shape is described by
an ARGUS function [47], with the endpoint fixed at
1.8865 GeV/c2 corresponding to Ebeam. Figure 1 shows
the results of the fits to the MBC distributions of the
accepted ST candidates for di↵erent tag modes in data.
The candidates with MBC lying within (1.863, 1.877)
GeV/c2 are retained. We veto D� ! K0

S⇡
� in D� !

⇡+⇡�⇡� by requiring |m⇡+⇡� � 0.4977| > 0.03 GeV/c2.
The contributions from the peaking backgrounds D� !
⇡+⇡�⇡�,K0

Se
�⌫̄e,K0

Sµ
�⌫̄µ in D� ! K0

S⇡
�, D� !

⇡+⇡+⇡�⇡�⇡� in D� ! K0
S⇡

�⇡�⇡+, and D� ! K0
S⇡

�

in D� ! ⇡+⇡�⇡� are estimated by analyzing the
inclusive MC sample and then are subtracted from the
ST yields. These background fractions in the ST yields of
D� ! K0

S⇡
�, D� ! K0

S⇡
�⇡�⇡+, and D� ! ⇡+⇡�⇡�

are 0.2%, 0.1%, and 2.8%, respectively. Summing all
tag modes, we obtain a total yield of ST D� mesons of
(11108.7± 3.9stat)⇥ 103.

The D+ ! µ+⌫µ candidates are selected in the
presence of the ST D� using the remaining neutral
and charged tracks. The muon candidate must have
an opposite charge to the ST D� meson and deposited
energy within (0.00, 0.35)GeV in the EMC. To separate
muons from hadrons, requirements based on the muon
hit depth (dµ+) are applied, taking into account the
expected dependence on momentum (pµ+) and flight
direction cos ✓. These criteria are established from the
distributions of dµ+ versus pµ+ using e+e� ! (�)µ+µ�

candidates selected from data. The |cos ✓µ+ | and pµ+

dependent requirements on dµ+ follow those adopted in
our previous measurements [49].

To suppress backgrounds with extra photon(s), the
maximum energy of the unused showers in the DT
selection (Eextra �

max ) is required to be less than 0.3GeV.

Tag mode mass peaks
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B( Ds
+ → μ+ ν )  =  ( 0.5294 ± 0.0108stat± 0.0085syst ) %

fDs =  ( 248.4 ± 2.5stat± 2.2syst ) MeV

Leptonic Decays

ΔE≡Ecm −Etag −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j− p⃗tag − p⃗γðπ0Þj2=c4þm2

Dþ
s

q
−Eγðπ0Þ;

ð5Þ

where Ei and p⃗i, with i ¼
h
γðπ0Þ or tag

i
, denote the energy

and momentum of particle i. We loop over all remaining γ
or π0 candidates and choose the one giving a minimum
jΔEj. The events with ΔE∈ ð−0.05; 0.10Þ GeV are
accepted.
In the presence of STD−

s and transition γðπ0Þ, theDþ
s →

μþνμ candidates are selected using the remaining neutral
and charged tracks. The muon candidate is required to
have an opposite charge to the STD−

s meson and deposited
energy in the EMC within (0.0, 0.3) GeV. To separate
muons from hadrons, fulfill requirements on the muon hit
depth (dμþ) in the muon counter with dependence of pμþ

and flight direction cos θ in the muon identifier modules.
To consider the pμþ and dμþ dependence, we examine the
distributions of dμþ versus pμþ using eþe− → ðγÞμþμ−
candidates selected from data, as shown in Fig. 2. The
j cos θμþ j and pμþ dependent requirements on dμþ are
shown in Table IV.
To suppress backgrounds with extra photon(s), the

maximum energy of the unused showers in the DT
selection (Eextraγ

max ) is required to be less than 0.3 GeV. No
any additional charged track is in the event. The yield of
signal events is determined by a fit to the distribution of the
kinematic variable

M2
miss ≡ E2

ν=c4 − jp⃗νj2=c2: ð6Þ

Here, Eν ≡ Ecm − Etag − Eγðπ0Þ − Eμ and p⃗ν ≡ −p⃗tag −
p⃗γðπ0Þ − p⃗μ, where Eμ and p⃗μ denote the energy and
momentum of the muon, respectively. M2

miss is the missing
mass square of the undetected neutrino. To improve the
M2

miss resolution, the candidate tracks plus the missing
neutrino are subjected to a four-constraint kinematic fit
requiring energy and momentum conservation. In addition,
the invariant masses of the two Ds mesons are constrained

to the known Ds mass, and the invariant mass of the
D−

s γðπ0Þ or Dþ
s γðπ0Þ combination is constrained to the

nominalD%
s mass. The combination with the minimum χ2 is

kept. Figure 3 shows theM2
miss distribution for the accepted

DT candidate events in data.
The efficiencies of the DT reconstruction are determined

with the signal MC samples. Dividing them by the ST
efficiencies determined with the inclusive MC sample
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FIG. 2. The dμþ vs pμþ of muon candidates of the eþe− →
γμþμ− processes in different j cos θj regions from data.

TABLE IV. The cos θμþ and pμþ dependent requirements of dμþ
for muon candidates. To compute the dμþ requirements, the
momentum pμþ is taken in units of GeV=c.

j cos θμþ j pμþ (GeV=c) dμþ (cm)

(0.00, 0.20) pμþ ≤ 0.88 > 17.0
0.88 < pμþ < 1.04 > 100.0 × pμþ − 71.0

pμþ ≥ 1.04 > 33.0

(0.20, 0.40) pμþ ≤ 0.91 > 17.0
0.91 < pμþ < 1.07 > 100.0 × pμþ − 74.0

pμþ ≥ 1.07 > 33.0

(0.40, 0.60) pμþ ≤ 0.94 > 17.0
0.94 < pμþ < 1.10 > 100.0 × pμþ − 77.0

pμþ ≥ 1.10 > 33.0

(0.60, 0.80) > 17.0

(0.80, 0.93) > 17.0
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FIG. 3. Fit to the M2
miss distribution of the accepted candidates

forDþ
s → μþνμ in data. The inset plot shows the same distribution

in a log scale. The points with error bars are data, the blue solid
curve shows the best fit, and the red dashed curve shows the fitted
combinatorial background shape. Events between the red dashed
and black dotted curves (yellow filled histogram) are from signals
with transition γðπ0Þ unmatched. Events between the black dashed
and the pink histogram are from signals with the transition γðπ0Þ
matched. The green filled histogram is the combined real-D−

s and
non-D−

s background derived from the inclusive MC sample after
normalization.

M. ABLIKIM et al. PHYS. REV. D 108, 112001 (2023)

112001-8

PRD 108, 112001 (2023)

Based on 7.33 fb-1

e+e－ →Ds*± Ds
∓

@ ECM: 4.128 – 4.226 GeV

Ds
+ → μ+ ν𝝁 Missing-mass2

NOTE: here and later, results not updated for Ds lifetime, |V_cs|,  
since we mostly care about uncertainties !
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Leptonic Decays

PRL 127, 171801 (2021)

Ds
+ → τ+ ντ with  τ+ → e +νeντ

Based on 6.32 fb-1

e+e－ →Ds*± Ds
∓

@ ECM: 4.178 – 4.226 GeV

Signal Variable:
Extra energy in calorimeter
or various Ds tag modes

“Extra” = beyond the tag and e+
i.e., neutrals, incl. Ds* transition 

Fit backgrounds  @ E > 0.6GeV
Signal: shaded pink @ lower E

MC-derived shapes. The signal yield is then determined in
the region Etot

extra < 0.4 GeV by statistically subtracting the
expected backgrounds from the DT events seen in data.
This procedure is insensitive to the signal shape, except for
the inefficiency introduced by the definition of the signal
region.
The backgrounds in the Etot

extra distributions can be
divided into three categories. The first one is the non-
D−

s background with an incorrectly reconstructed ST D−
s .

The second is the Dþ
s → K0

Le
þνe background, which

survives when the K0
L passes through the detector without

decaying or significantly interacting. The third is the
Dþ

s → Xeþνe background, which is dominated by the
six semileptonic decays Dþ

s → ηeþνe, η0eþνe, ϕeþνe,
f0ð980Þeþνe, K$ð892Þ0eþνe, and K0

Se
þνe. The latter two

cases are dominated by correctly reconstructed ST D−
s .

Binned maximum likelihood fits are performed in the
region Etot

extra > 0.6 GeV. The shape and size of the non-D−
s

background are determined from the events in the MST
sideband regions ([1.895, 1.92] and ½2.01; 2.035& GeV=c2).
For the tag modes with neutral daughters, the resolution
difference between data and MC simulation (called data-
MC difference) has been corrected. The shape of theDþ

s →
K0

Le
þνe background is modeled by the MC-derived shape

corrected by a two-dimensional (polar angle and momen-
tum) data-MC difference for the K0

L detector response.
These correction factors are obtained by using a control
sample of D0 → K0

Lπ
þπ− from 2.93 fb−1 of data collected

at Ecm ¼ 3.773 GeV [32]. The background yield is calcu-
lated with BDþ

s →K0eþνe ¼ ð3.25( 0.38( 0.16Þ × 10−3,
quoted from our previous work [33]. The peaking
background from D− → K0

Sπ
− is present only for the

D−
s → K0

SK
− tag mode and its yield is estimated from

the MST fit. The yield of the Dþ
s → Xeþνe background is

left free, with the shape extracted from the MC simulation
with the individual BFs for the six background channels
fixed as BDþ

s →ηeþνe¼ð2.32(0.08Þ% [34–36], BDþ
s →η0eþνe ¼

ð0.80( 0.07Þ% [34–36], BDþ
s →ϕeþνe ¼ ð2.37( 0.11Þ%

[36–38], BDþ
s →f0ð980Þeþνe;f0ð980Þ→ππ ¼ ð0.30 ( 0.05Þ%

[39,40], BDþ
s →K$ð892Þ0eþνe ¼ ð0.21( 0.03Þ% [33,36], and

BDþ
s →K0eþνe ¼ ð0.34( 0.04Þ% [33,36]. Moreover, the MC-

based shapes have been further weighted by the individual
ST yields at various energy points.
Table I lists the obtained DT yields and DT efficiencies,

where the latter are evaluated from the generic MC sample.
In the BF measurement, most uncertainties related to the

ST selection are cancelled. The remaining systematic
uncertainties are divided into two cases. The first case is
from tag-mode dependent systematic uncertainties.
Systematic uncertainties in the ST yield are examined

by changing the fit range, the signal and background
shapes, and the bin size and the background fluctuation
of the fitted ST yield. The alternative fit range is chosen as
½1.895; 2.035& GeV=c2, corresponding to approximately 1σ
of MST reduced from both sides of the nominal range. The
nominal signal shapes obtained from the generic MC
sample are replaced with those from the signal MC sample.
The background shape is changed to a different order of the
Chebychev function. The bin size is doubled or halved. For
each variation, the efficiency-corrected yields are found to
be consistent. The differences in the ratio of the ST yield
over the ST efficiency for a given ST mode for all
variations, and the background fluctuation of the fitted
ST yield, are weighted by the ST yields in various data
samples, and added in quadrature. The resulting overall
systematic uncertainty of the ST yield is 0.61%.
Tag bias related to the ST selection arises from different

event environments (e.g., charged and neutral multiplici-
ties). The ratios of the ST efficiencies from the generic MC
sample and the signal MC sample for various tag modes are
examined. The difference between the two ST efficiencies
is weighted by the ST yields in various data samples.
The systematic uncertainty due to tag bias is assigned to
be 0.26%.
For the non-D−

s background, we replace the distributions
from the MST sidebands with those for the background
events in the MST signal region from the generic MC
sample. The change of the measured BF, 0.07%, is assigned
as the systematic uncertainty. In the nominal fit, the MC-
based correction signal events in the MST sideband regions
are normalized using the ratio of signal yields in the MST
distributions of data and the generic MC sample.
Alternative fits are performed 104 times with the ratio
varied according to a random Gaussian sampling based on
its statistical error. The distribution of the relative difference
on the DT yield is fitted by a Gaussian function, and the
width of 0.07% is taken as the systematic uncertainty. Here,
and below where this method is also used, no significant

E
ve

nt
s 

/ (
0.

1 
G

eV
) 

 (GeV)extra
totE

100

200

-K0
SK

500

1000 -π-K+K

200

400

600

800 0π-π-K+K

50

100 -π+π-K0
SK

50

100

150 -π-π+K0
SK

100

200

300

400 -π-π+π

50
100
150
200 η-π

200

400
η0π-π

0 0.5 1 1.5 2

50

100

η-π+π
’η-π

0 0.5 1 1.5 2

100

200 0ργ
’η-π

0 0.5 1 1.5 2

100

200

300 -π+π-K Data
Best fit

 background(BG)-
sNon-D

 BGeν+Xe→+
sD

 BGeν+e0
LK→+

sD
 BG-π0

SK→-D
 signalτν)τνeν+e→(+τ→+

sD
Signal + all BGs

FIG. 2. The Etot
extra distributions of the DT candidates. The signal

component is normalized to our measured BF.
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B( Ds
+ → τ+ ν )  =  ( 5.37 ± 0.10stat± 0.12syst ) %

fDs =  ( 251.1 ± 2.4stat± 3.0syst ) MeV
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Based on 7.33 fb-1

e+e－ →Ds*± Ds
∓

@ ECM: 4.128 – 4.226 GeV
Ds

+ → τ+ ντ with  τ+ → π+ ντ

B( Ds
+ → τ+ ν )  =  ( 5.44 ± 0.17stat± 0.13syst ) %

fDs =  ( 255.0 ± 4.0stat± 3.2syst ± 1.0input ) MeV

The TMVA [39] framework is used to train the BDT. The
values for the hyperparameters are determined by seeking
the configuration that offers the best separation between
signal and background in a coarsely binned multidimen-
sional parameter space defined by the hyperparameters.
This is followed by fine-grained one-dimensional scans of
individual hyperparameters to ensure an unbiased training
and evaluation of the BDT using the complete set of
simulated MC events, the MC events are divided into
two equal-sized samples, namely Awith even event number
and B with odd event number. The performance of the BDT
trained on sample A (B) is evaluated using sample B (A) to
avoid using the same events for both training and evalu-
ation of a particular BDT. The real data is also divided into
two parts with even and odd event number, and half of
the data is analyzed using the BDT trained on sample A,
and the other half using the BDT trained on sample B.
Finally, the output distributions of the BDT trained
on samples A and B are merged for both the data and
simulated events.

E. Background composition and modeling

After the final selection discussed in Sec. III C, the
fractions of remaining background components determined
from MC simulations are as follows: ð38.78" 0.10Þ% for
Dþ

s → μþνμ, ð15.31" 0.06Þ% for other τ decays, ð9.33"
0.05Þ% for eþe− → qq̄, ð3.95" 0.03Þ% for eþe− → τþτ−,
ð2.28" 0.02Þ% for Dþ

s → ηπþ, ð2.73" 0.03Þ% for
Dþ

s → K0
LK

þ, ð4.16" 0.03Þ% for Dþ
s → K0πþ and there

is approximately 23% of the background that consists of
mixed components, primarily originating from the open-
charm processes. Candidates for Dþ

s → τþντ with τþ →
ρþν̄τ and τþ → μþνμν̄τ have been used in the previous
BESIII analyses [18,20] and they will be considered as
backgrounds in this measurement.
Four control regions are defined, orthogonal to the signal

region, to validate the modeling of the major backgrounds:
(1) Dþ

s → μþνμ as μν control region, (2) other τþ decay as
τother control region, (3) eþe− → τþτ−=qq̄ðq ¼ u; d; sÞ as
qqττ control region, and (4) Dþ

s → ηπþ as ηπ control

FIG. 3. Distributions of various input variables of the BDT. The black points with error bars are data, the red solid-filled histogram
shows the signal, the blue solid-filled histogram is the Dþ

s → μþνμ background, the yellow solid-filled histogram is the other τþ decays
background, the cyan solid-filled histogram is the eþe− → τþτ−=qq̄ðq ¼ u; d; sÞ background, the magenta solid-filled histogram is the
Dþ

s → K0πþ background, the green solid-filled histogram is the Dþ
s → ηπþ background and the gray solid-filled histogram is the

remaining background. The legend in the first figure is applicable to all figures.
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region. These control regions are used to check the back-
ground modeling, and the selection criteria are summarized
in Table IV. Although the proportion of Dþ

s → ηπþ back-
ground is small, it forms a peak in M2

miss of our signal
region. Nevertheless, a control region can be defined to
check its yield and shape. The control region of the Dþ

s →
ηπþ background is chosen by using the maximum energy
of extra photons. Unlike this process, we do not define the
control region of the Dþ

s → K0πþ background, since this
background is dominated by Dþ

s → K0
Lπ

þ.
Good data-MC consistencies can be seen in the compar-

isons of the BDT output scores for the four background
sources between data and MC simulation in different
control regions.

F. Fit to data

The signal yield of Dþ
s → τþð→πþν̄τÞντ is extracted

from a maximum likelihood fit to the distribution of the
BDT output scores for the data combined from all energy
points. In the fit, the signal and background shapes are
modeled with the simulated shapes derived from MC
simulations and included as RooHistPdf objects [40] in
the fit, with both yields floated.
Figure 4 shows the result of the fit to the distribution of

the BDT score in the signal region. From the fit, we obtain
2411$ 75 Dþ

s → τþð→πþν̄τÞντ events.
Our analysis procedure, including the extraction of ST

and DT yields, has been validated by analyzing 40 full
simulation samples separately, in which the average of the
measured branching fractions is consistent with the branch-
ing fraction in the full simulation sample. Each simulated
sample has comparable luminosity of data. To further
examine the stability of the BDT fit method, we generate
10000 pseudodatasets with the observed data BDT dis-
tribution using the bootstrap method [40,41]. We fit to these
pseudodatasets individually. The pull of the fitted yield
pðNsigÞ is defined as

pðNsigÞ ¼
Npseudo

sig − Nreal
sig

σpseudoN

; ð7Þ

whereNreal
sig is the fitted yield of real data,Npseudo

sig and σpseudoN

are the fitted yield and its statistical uncertainty of the pseu-
dodatasets, respectively. The distribution of the pðNsigÞ
values is fitted with a Gaussian function. The mean and
width values are obtained to be −0.018$ 0.010 and
1.010$ 0.007, respectively. These imply no bias of the
BDT fit method.

G. Branching fraction result

The DT efficiencies are shown in Table V. These
efficiencies have been corrected by factors which take
into account the data-MC efficiency differences for the

TABLE IV. Definitions of the control regions, where all other selection criteria are imposed except for the
corresponding requirements to be shown. TheMtag signal and sideband regions are defined to be within and outside
$3σ around the nominal Ds mass, respectively. See details of Mtag signal regions in Ref. [37]. The μþ selection is
performed by using the dE=dx, TOF and EMC information and requires the muon hypothesis to be greater than the
pion hypothesis. The inclusive MC yield is estimated by analyzing an inclusive MC sample corresponding to
10 times luminosity of data.

Process

Requirement Dþ
s → μþνμ Other τþ decay eþe− → τþτ−=qq̄ðq ¼ u; d; sÞ Dþ

s → ηπþ

Mtag Signal region Signal region Sideband region Signal region
M2

miss (GeV
2=c4) ∈ ð−0.2; 0.2Þ ∈ ð0.6; 1.2Þ ∈ ð0.6; 1.2Þ ∈ ð0.2; 0.4Þ

Emax
neu (GeV) <0.3 <0.4 >0.1 >0.3

μþ selection Yes & & & & & & & & &
Data yield 4725 8734 230984 4466
Inclusive MC yield 47180 83781 2162763 40428
Purity (%) 68.0 55.7 63.4 69.2

FIG. 4. Fit result on the BDT score of the candidate events in
data. The black points are data. The red solid-filled and blue
solid-filled histograms represent the fitted signal and background
shapes, respectively. The black-solid curve represents the total fit.
The pull distribution of the fit result, derived with RooPullVar
[40], is shown at the bottom.
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Missing-mass2  + 8 other variables → BDT for final signal fit 

Missing-mass2 BDT
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Ds
+ → τ+ ντ with τ+ → μ+ νμντ

Based on 7.33 fb-1

e+e－ →Ds*± Ds
∓

@ ECM: 4.128 – 4.226 GeV

B( Ds
+ → τ+ ν )  =  ( 5.37 ± 0.17stat± 0.15syst ) %

fDs =  ( 253.4 ± 4.0stat± 3.7syst ) MeV
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Figure 5. The distributions of Etot
extra γ of the DT candidates for D+

s → τ+ντ with τ+ → µ+νµν̄τ .
Black points with error bars are the combined data sample. Solid blue histograms denote the
resutlts. Filled pink shadows, open circles with error bars, filled green histograms, and dashed blue
histograms are Signal, BKGI, BKGII, and BKGIII, respectively.

calculated by taking the probability not to reconstruct the K0
L meson from MC simulation

and assuming the BF of D+
s → K0µ+νµ decays to be the same as the corresponding decay

mode involving electrons [24].
The shape of the BKGIII component is estimated from the inclusive MC sample. The

MC simulation shows that the leading six D+
s non-peaking background components are

D+
s → ηµ+νµ (36.0%), D+

s → ηπ+π0 (11.4%), D+
s → π+π0ντ ν̄τ (2.5%), D+

s → φπ+ (2.5%),
D+

s → η′π+ (2.5%), and D+
s → φµ+νµ (2.0%), where the numbers shown in parentheses

are their proportional contribution to the total BKGIII in the full Etot
extra γ region. The

yield of this component is represented by f j
2 ·N III j

Class, where f j
2 is the extrapolation factor,

defined as the ratio of the numbers of BKGIII events between Etot
extra γ < 0.4GeV and

Etot
extra γ > 0.6GeV derived from the inclusive MC sample. The N III j

Class is obtained from the
fit with Etot

extra γ > 0.6GeV.

– 10 –

Signal variable:
Extra energy in calorimeter
for various Ds tag modes

“Extra” = beyond the tag and μ+
i.e., neutrals, incl. Ds* transition 

Fit backgrounds  @ E > 0.6GeV
Signal: open pink @ lower E
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Figure 6. Comparison of the BFs measured in this work with previous measurements, where the
inner error bar is the statistical uncertainty and the outer is the combined statistical and systematic
uncertainty. The last line is the BESIII combined result which does not include the BESIII result
in ref. [19].
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Figure 7. Comparison of fD+
s

values in this with previous work and LQCD calculations. For
experimental results, the inner error bar is the statistical uncertainty and the outer is the combined
statistical and systematic uncertainty. The green band denotes the FLAG average and the yellow
one denotes the experimental average. The last line is the BESIII combined result which does not
include the BESIII result in ref. [19].
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Ds
+ → μ+ ν𝝁 , τ+ ντ Summary         ( from the previous paper... )

• Ds
+ → μ+ νµ in this talk supersedes related BESIII results in table

• arXiV:2303.12600 = PRD 108, 092014 (2023), presented 2 pages ago
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Systematics will be important in the future

In some cases, more data will help studies 

inclusive MC sample is assigned as the systematic
uncertainty. In addition, the uncertainty due to the
background fluctuation in the ST yield is also
considered as a systematic uncertainty. Adding these
three systematic effects quadratically gives a total
systematic uncertainty of 0.44%.

(ii) μþ tracking and PID. The μþ tracking and PID
efficiencies are studied with the control sample
eþe− → γμþμ−. After correcting the detection effi-
ciency by fcorμ PID, we assign 0.24% and 0.19% as the
uncertainties in μþ tracking and PID efficiencies,
respectively.

(iii) Transition γðπ0Þ reconstruction. The selection effi-
ciencies of γ and π0 are studied with J=ψ → πþπ−π0

decays [51]. The systematic uncertainty is assigned
to be 1%.

(iv) The least jΔEj selection. The systematic uncertainty
of selecting the transition γðπ0Þ with the least jΔEj
method is estimated by using the control samples of
Dþ

s → KþK−πþ and Dþ
s → ηπ0πþ. The difference

of the efficiencies of selecting the transition γðπ0Þ
candidates between data and MC simulation, 0.70%,
is taken as the corresponding systematic uncertainty.

(v) Eextraγ
max & Nextra

ncharged requirements. The efficiency for
the requirements of Eextraγ

max and no extra good charged
track is studied with the control samples of Dþ

s →
KþK−πþ and Dþ

s → K0
SK

þ. The systematic uncer-
tainty is taken to be 0.29% considering the efficiency
differences between data and MC simulation.

(vi) M2
miss fit. The systematic uncertainty due to the

signal shape with transition γðπ0Þ matched is esti-
mated with an alternative signal shape of a double
Gaussian function. The systematic uncertainty due
to the signal shape with transition γðπ0Þ unmatched
is estimated by replacing the nominal shape with a
second-order Chebychev function. The systematic
uncertainty due to the real-D−

s background is esti-
mated by varying the weights of various background

sources within $1σ of individual BFs. The system-
atic uncertainty due to the non-D−

s background is
estimated by varying the shape smoothness param-
eter from 3 to 2. For different sources, the changes of
the fitted signal yield, 0.64%, 0.18%, 0.24%, and
0.10%, are taken as individual uncertainties. The
total systematic uncertainty due to the M2

miss fit is
obtained to be 0.72% by adding all four uncertainties
in quadrature.

(vii) Quoted BFs. The uncertainty due to the quoted BFs
ofD%−

s subdecays from the PDG [47] is examined by
varying each subdecay BF by $1σ. The change of
the signal efficiency, 0.34%, is taken as the asso-
ciated uncertainty.

(viii) Contribution from Dþ
s → γμþνμ. The systematic

uncertainty due to the contribution from the back-
ground of Dþ

s → γμþνμ is estimated with the known
upper limit on the BF of Dþ

s → γeþνe [47]. After
fixing this background yield in the M2

miss fit, the
change of the measured BF to the nominal one,
0.30%, is taken as the corresponding systematic
uncertainty.

Assuming all systematic uncertainties are independent,
the total systematic uncertainty in the measurement of the
BF of Dþ

s → μþνμ is 1.61% by adding them in quadrature.
Here, 1.61% corresponds to the absolute systematic uncer-
tainty of 0.0085% for the measured BF.

VIII. RESULTS OF fD +
s
AND jVcsj

Combining the measured BF with the world average
values of GF, mμ, mDþ

s
, and the Dþ

s lifetime [47] in Eq. (1)
yields

fDþ
s
jVcsj ¼ 241.8$ 2.5stat $ 2.2syst MeV:

Here, the systematic uncertainty arises mainly from the
uncertainties in the measured BF (0.8%) and the lifetime of
the Dþ

s (0.4%). Taking the CKM matrix element jVcsj ¼
0.97349$ 0.00016 from the global SM fit [47] or the
averaged decay constant fDþ

s
¼ 249.9$ 0.5 MeV from

recent LQCD calculations [14,17] as input, we determine

fDþ
s
¼ 248.4$ 2.5stat $ 2.2syst MeV

and

jVcsj ¼ 0.968$ 0.010stat $ 0.009syst:

The additional systematic uncertainties according to the
input parameters are negligible for jVcsj and 0.2% for fDþ

s
.

Using the BESIII combined result of BDþ
s →τþντ ¼

ð5.32$ 0.07$ 0.07Þ% [13], we obtain BDþ
s →τþντ=

BDþ
s →μþνμ ¼ 10.05$ 0.35, where the statistical and sys-

tematic uncertainties have been combined in quadrature.

TABLE V. Relative systematic uncertainties in the measure-
ment of the BF of Dþ

s → μþνμ.

Source Uncertainty (%)

ST yield 0.44
μþ tracking 0.24
μþ PID 0.19
Transition γðπ0Þ reconstruction 1.00
Least jΔEj selection 0.70
Eextraγ
max & Nextra

ncharged requirements 0.29

M2
miss fit 0.72

Quoted BFs 0.34
Contribution from Dþ

s → γμþνμ 0.30

Total 1.61

M. ABLIKIM et al. PHYS. REV. D 108, 112001 (2023)
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Source Uncertainty (%)
ST yield 0.48
Tag bias 0.37

MC sample size 0.29
µ+ tracking 0.18
µ+ PID 0.33

γ(π0) reconstruction 1.00
M2

3ν requirement 1.75

N charge
extra requirement 0.41

Etot
extra γ fit 1.56

B(τ+ → µ+νµν̄τ ) 0.23
Total 2.70

Table 3. Systematic uncertainties in the BF measurement.

7.2 Tag-mode independent systematic uncertainties
Systematic uncertainties which do not depend on tag modes are classified as tag-mode
independent.

The systematic uncertainties related to the µ+ tracking and PID efficiencies are investi-
gated by using a control sample of e+e− → γµ+µ− decays. By considering the dependencies
of the µ+ efficiencies on the µ+ momentum, polar angle, and different energy points, the
difference of µ+ tracking efficiencies between data and MC simulation is (−0.32± 0.18)%.
After correcting the signal efficiencies to data, the associated systematic uncertainty is
assigned to be 0.18%. The difference of the µ+ PID efficiencies between data and MC sim-
ulation is found to be −(11.86±0.33)%. A similar large difference in the µ+ PID efficiency
between data and simulation was observed for D+

s → µ+νµ events in previous analyses at
BESIII and is understood to arise from imperfections in the simulation of the length of
the muon traveling in the MUC [17]. After correcting the signal efficiencies to data, the
uncertainty 0.33% is assigned as the corresponding systematic uncertainty.

The efficiency of the γ selection is studied by using a control sample of J/ψ → π+π−π0

decays [53], while the π0 reconstruction efficiency is studied with a sample of e+e− →
K+K−π+π−π0 events [54]. The systematic uncertainty of selecting the transition γ or
π0 is estimated to be 1.00%, accounting for the relative BFs of D∗+

s → γD+
s and D∗+

s →
π0D+

s [24].
The systematic uncertainty associated with the M2

3ν requirement is assessed by re-
performing the measurement with enlarging or shrinking this requirement by ±1 or ±2 bin
sizes, resulting in 24 variations. Among all variations, the maximum change of BF, 1.75%,
is taken as the corresponding systematic uncertainty.

The systematic uncertainty associated with the requirement of no extra charged tracks
(N charge

extra ) is studied with the DT sample of D+
s → π+φ(→ K+K−) and D+

s → K+K0
S(→

– 13 –

Ds+ → μ+ ν𝝁

Ds+ → τ+ ντ
τ+ → μ+ νμντ

two effects in quadrature gives a total systematic uncer-
tainty of 0.52%.
The systematic uncertainties of the requirements of

Emax
neu ; Nchar

extra; Nπ0
extra, Eγ , EOP, jcos θmissj, and best γðπ0Þ

selection are studied with control samples of DT hadronic
decays tagged by the same tag modes as in nominal
analysis. The differences between data and simulation
are corrected using factors from Table VI and the residual
statistical uncertainties are assigned as systematic uncer-
tainties for each source.

C. Uncertainty associated with BDT output score

The systematic uncertainties associated with the fit to
BDT output score are considered in three aspects.
To examine the effect of the unobserved decays ofDþ

s →
γμþνμ and Dþ

s → πþπ0, an alternative fit is performed,
where these two decay components are added one by one.
The yields of these decays are fixed to the corresponding
experimental upper limits, BðDþ

s → γμþνμÞ < 1.3 × 10−4

and BðDþ
s → πþπ0Þ < 3.4 × 10−4 [33]. Here we simply

assume BðDþ
s → γμþνμÞ ¼ BðDþ

s → γeþνeÞ based on lep-
ton flavor universality. Eventually, their impact on
BðDþ

s → τþντÞ is found to be negligible.
The branching fractions and the cross sections of the

main background sources, as mentioned in Sec. III D, are
varied within 1 standard deviation given in Ref. [33]. The
quadratic sum of the relative changes of the remeasured
branching fractions for each source, 1.50%, is assigned as a
systematic uncertainty.
Small data-MC differences in the input variables have

been observed. To estimate their effect on the branching
fraction measurement, we reweight all simulated variables
to match individual data distributions iteratively. The
quadratic sum of the relative changes of the fitted signal
yield for each source, 0.69%, is assigned as the systematic
uncertainty.
By adding all systematic uncertainties in quadrature, as

summarized in Table VII, the total systematic uncertainty in
the branching fraction measurement is determined to
be 2.41%.

V. RESULTS

With the result for BðDþ
s → τþντÞ obtained in this study,

we determine

fDþ
s
jVcsj ¼ ð248.3% 3.9stat % 3.0syst % 1.0inputÞ MeV;

where the third uncertainty is from the external inputs of
ml, mDþ

s
, and τDþ

s
[33].

By taking jVcsj ¼ 0.97349% 0.00016 given by the
SM [33] global fit as an input, we obtain

fDþ
s
¼ ð255.0% 4.0stat % 3.1syst % 1.0inputÞ MeV;

which is in agreement with the LQCD predictions [43].
Conversely, by taking the LQCD calculation of fDþ

s
¼

249.9% 0.5 MeV [43] as an input, we determine

jVcsj ¼ 0.993% 0.015stat % 0.012syst % 0.004input;

TABLE VI. The used control samples and correction factors for different MC mismodeling sources. The
uncertainties associated with correction factors arise from the statistical fluctuations in both the data and MC
simulation.

Source Control sample Correction factor

πþ tracking eþe− → KþK−πþπ− 1.0033% 0.0035
πþ PID eþe− → KþK−πþπ−ðπ0Þ and πþπ−πþπ−ðπ0Þ 0.9890% 0.0032
Emax
neu ; Nchar

extra; Nπ0
extra Dþ

s → KþK−πþ and Dþ
s → K0

SK
þ 0.9918% 0.0041

Eγ requirement Dþ
s → KþK−πþ and Dþ

s → K0
SK

þ 1.0066% 0.0046
EOP requirement Dþ

s → KþK−πþ and Dþ
s → K0

Sπ
þ 0.9994% 0.0014

cos θmiss requirement Dþ
s → KþK−πþ 1.0130% 0.0083

Best γðπ0Þ selection Dþ
s → KþK−πþ and Dþ

s → K0
SK

þ 1.0035% 0.0018

TABLE VII. Relative systematic uncertainties in the branching
fraction measurement.

Source Uncertainty (%)

ST yield 0.52
Tag bias 0.41

πþ tracking 0.35
πþ PID 0.32
γðπ0Þ reconstruction 1.00
MC sample size 0.19
Input branching fractions 0.52
Basic event selections 1.06
M2

miss range Negligible

Dþ
s → γμþνμ background Negligible

Dþ
s → πþπ0 background Negligible

Background estimate 1.50
Input shape for BDT 0.69

Total 2.41

UPDATED MEASUREMENT OF THE BRANCHING FRACTION OF … PHYS. REV. D 108, 092014 (2023)

092014-13

Ds+ → τ+ ντ
τ+ → π+ ντ

Typical dominant issues:
signal fits
transition 𝛾, π0 reconstruction  ( from Ds* decay )
often selection cut(s),  best candidate selection
sometimes backgrounds

Ds+ → τ+ ντ ; τ+ → e +νeντ :    no table ☹
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More Leptonic Decays…

Also now using Ds*± Ds*∓ final states…        [ 2 vector mesons ]
Based on 10.64 fb-1      e+e－ → Ds*± Ds

*∓ @ ECM: 4.237 – 4.699 GeV

B( Ds
+ → μ+ ν )  =  ( 0.547 ± 0.026stat± 0.016syst ) %

fDs =  ( 253.2 ± 6.0stat± 3.7syst ± 0.6input ) MeV

B( Ds
+ → τ+ ν )  =  ( 5.60 ± 0.16stat± 0.20syst ) %

fDs =  ( 259.6 ± 3.7stat± 4.6syst ± 0.6input ) MeV

PRD 110, 052002 (2024)
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Based on 7.33 fb-1

e+e－ →Ds*± Ds
∓

@ ECM: 4.128 – 4.226 GeV

Leptonic Decays: Vectors !

Also, limits on the Cabibbo-suppressed version, D*+ decays: 
B(D*+ → e ν) < 1.1 x 10-5 B(D*+ → μ ν) < 4.3 x 10-6

Fig. 2. The obtained signal yield of D!þ
s → eþνe is

NDT ¼ 6.2þ3.4
−2.7 , where the uncertainty is statistical only.

The statistical significance of the signal is 2.9σ, which is
estimated by comparing the likelihoods with and without
the signal component in the fit and taking into account the
number of degrees of freedom.
The efficiencies for reconstructing the DT candidate

events are determined with the signal MC sample. The
DT efficiencies (εi 4.178DT ) obtained at Ecm ¼ 4.178 GeV are
summarized in the fifth column of Table I. Dividing the DT
efficiencies by the ST efficiencies yields the effective
efficiencies for detecting D!þ

s → eþνe. The obtained
εjeþνe at various energy points are summarized in the fourth
column of Table II. The effective signal efficiency for
finding eþνe, weighted by the ST yields for different tag
modes and energy points, is obtained to be ε̄eþνe ¼
ð76.63% 0.09Þ%. The BF ofD!þ

s → eþνe is determined by

BðD!þ
s → eþνeÞ ¼

NDT

ε̄eþνe
P

jN
j
ST

; ð4Þ

to be ð2.1þ1.2
−0.9stat % 0.2systÞ × 10−5. The statistical uncertainty

is from NDT, and the systematic uncertainty is dis-
cussed later.
Because of limited statistics, an upper limit on the BF of

D!þ
s → eþνe is also set by following Ref. [45] after

incorporating the systematic uncertainty via a likelihood
scan method. The upper limit of the BF of D!þ

s → eþνe is
obtained to be 4.0 × 10−5 at the 90% confidence
level (C.L.).
The total systematic uncertainty of the BF measurement

is determined to be 10.8%. It is obtained by adding in
quadrature the individual contributions described below.

The eþ tracking and PID efficiencies (including the E=p
requirement) are studied with radiative Bhabha scattering
events. The efficiency differences between data and MC
simulation, 0.5% and 1.0%, are assigned as the correspond-
ing systematic uncertainties. The uncertainty in the yield of
ST D−

s mesons is assigned to be 0.9% by examining the
relative changes of the fit yields when varying the criteria of
truth-matching for signal shape and the order of Chebychev
function for background shape. The uncertainty due to the
MC statistics is 0.1%. The uncertainty due to the FSR effect
is assigned to be 0.5% by studying the radiative Bhabha
scattering events [11]. The uncertainty due to different
multiplicities of tag environments is assigned as 0.5%.
The efficiency for the requirements of Emax

extra γ and only
one charged track in the signal side is studied with the
hadronic DT samples. The systematic uncertainty is taken
to be 0.5% considering the efficiency differences between
data and MC simulation. For the requirement of the eþ

energy in the rest system ofD!þ
s , the systematic uncertainty

is estimated by changing this requirement by %10 MeV.
The largest relative change of the BF, 9.5%, is assigned as
the corresponding systematic uncertainty.
The systematic uncertainty of the signal shape is esti-

mated by using an alternative MC model and is found to be
negligible. The systematic uncertainty in the background
shape is examined via two aspects. First, the background
shape is replaced with the alternative background shapes
obtained by varying the relative fractions of the different
background components and shifting the input cross
sections by%1σ. Second, the shape of peaking background
is replaced with the one obtained from an eþe− →
Dþ

s D!−
s þ c:c sample 200 times of the data size, and the

combinatorial background shape is replaced with the one
derived from the Mrec sideband events. The maximum
relative change of the BF, 4.8%, is taken as the systematic
uncertainty.
With Eq. (1) and the equation (1) of Ref. [10], the total

width of the D!þ
s is expected to be Γtotal

D!þ
s

¼ 2.04 × 10−3×
ðfD!þ

s
=fDþ

s
Þ2=BðD!þ

s → eþνeÞ eV, after combining the
world average values of BðDþ

s → μþνμÞ, the lifetime of
the Dþ

s , me, mD!þ
s
, mμ, and mDþ

s
[5]. Combining with

ðfD!þ
s
=fDþ

s
Þ ¼ 1.12% 0.01 averaged from LQCD calcula-

tions [4,22–26] and BðD!þ
s → eþνeÞ obtained in this work

gives Γtotal
D!þ

s
¼ð122þ70

−52%12Þ eV. It agrees with ð70% 28Þ eV
predicted by LQCD [4] within %1σ.
Combining our BF measurement with the world average

values of GF, me, mD!þ
s
, and Γtotal

D!þ
s

given by LQCD [4], we
obtain fD!þ

s
jVcsj ¼ ð208þ59

−45stat % 43systÞ MeV. Here the sec-
ond uncertainty is mainly from the systematic uncertainty
in the measured BðD!þ

s → eþνeÞ (10.8%) and the uncer-
tainty in the LQCD predicted Γtotal

D!þ
s
(40.0%). Taking jVcsj ¼

0.97349% 0.00016 from the SM global fit [5] as input, we
determine fD!þ

s
¼ ð214þ61

−46stat % 44systÞ MeV, corresponding
to an upper limit of 354 MeV at the 90% C.L.

FIG. 2. Fit to the M2
miss distribution of the D!þ

s → eþνe
candidates. Points with error bars are data. The blue solid
curve is the fit result. The red dotted curve is the signal. The
magenta cross-hatched histogram is the decay Dþ

s → τþντ
with τþ → eþνeν̄τ. The gray filled histogram denotes the flat
background.

PHYSICAL REVIEW LETTERS 131, 141802 (2023)

141802-7

Uses tagging , 
& missing-mass2

as a signal variable

No helicity supression & Cabibbo-favored 
B(Ds* + → e ν)  =  (2.1±+1.2

-0.9±0.2) x 10-5 2.9σ

PRL 131, 141802 (2023)

PRD 110, 012003 (2024)
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Glueball Candidate
2011: X(2370) first seen in   J/ψ→ γ π π η’ 

2024: A partial-wave analysis 
with a low background mode:

J/ψ→ γ KS KS η’
→ Establishes JP = 0－

efficiency-corrected Breit-Wigner functions convolved
with a Gaussian mass resolution plus a nonresonant
!þ!""0 contribution and background representations,
where the efficiency for the combined channels is obtained
from the branching-ratio-weighted average of the efficien-
cies for the two "0 modes. The contribution from non-
resonant #!þ!""0 production is described by
reconstructed Monte Carlo (MC)-generated J=c !
#!þ!""0 phase space decays, and it is treated as an
incoherent process. The background contribution can be
divided into two different components: the contribution
from non-"0 events estimated from "0 mass sideband,
and the contribution from J=c ! !0!þ!""0. For the
second background, we obtain the background !þ!""0

mass spectrum from data by selecting J=c ! !0!þ!""0

events and reweighting their mass spectrum with a weight
equal to the MC efficiency ratio of the #!þ!""0 and
!0!þ!""0 selections for J=c ! !0!þ!""0. The
masses, widths, and number of events of the f1ð1510Þ,
the Xð1835Þ and the resonances near 2.1 and
2:4 GeV=c2, the Xð2120Þ and Xð2370Þ, are listed in
Table I. The statistical significance is determined from
the change in "2 lnL in the fits to mass spectra with and
without signal assumption while considering the change of
degree of freedom of the fits. With the systematic
uncertainties in the fit taken into account, the statistical

significance of the Xð1835Þ is larger than 20$, while those
for the f1ð1510Þ, the Xð2120Þ, and the Xð2370Þ are larger
than 5:7$, 7:2$, and 6:4$, respectively. The mass and
width from the fit of the f1ð1510Þ are consistent with
PDG values [17]. With MC-determined selection efficien-
cies of 16.0% and 11.3% for the "0 ! #% and "0 !
!þ!"" decay modes, respectively, the branching fraction
for the Xð1835Þ is measured to be BðJ=c !#Xð1835ÞÞ
BðXð1835Þ!!þ!""0Þ¼ð2:87&0:09Þ'10"4. The con-
sistency between the two "0 decay modes is checked by
fitting their !þ!""0 mass distribution separately with the
procedure described above.
For radiative J=c decays to a pseudoscalar meson, the

polar angle of the photon in the J=c center of mass system,
&#, should be distributed according to 1þ cos2&#. We
divide the j cos&#j distribution into 10 bins in the region
of [0, 1, 0]. With the same procedure as described above,
the number of the Xð1835Þ events in each bin can be
obtained by fitting the mass spectrum in this bin, and
then the background-subtracted, acceptance-corrected
j cos&#j distribution for the Xð1835Þ is obtained as shown
in Fig. 3, where the errors are statistical only. It agrees with
1þ cos2&#, which is expected for a pseudoscalar, with
'2=d:o:f ¼ 11:8=9.
The systematic uncertainties on the mass and width are

mainly from the uncertainty of background representation,
the mass range included in the fit, different shapes for
background contributions, and the nonresonant process
and contributions of possible additional resonances in the
1:6 GeV=c2 and 2:6 GeV=c2 mass regions. The total sys-
tematic errors on the mass and width are þ5:6
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FIG. 2 (color online). (a) The !þ!""0 invariant-mass distri-
bution for the selected events from the two "0 decay modes.
(b) Mass spectrum fitting with four resonances; here, the dash-
dotted line is contributions of non-"0 events and the !0!þ!""0

background for two "0 decay modes, and the dashed line is
contributions of the total background and nonresonant !þ!""0

process.

TABLE I. Fit results with four resonances for the combined
two "0 decay modes

Resonance MðMeV=c2Þ !ðMeV=c2Þ Nevent

f1ð1510Þ 1522:7& 5:0 48& 11 230& 37
Xð1835Þ 1836:5& 3:0 190:1& 9:0 4265& 131
Xð2120Þ 2122:4& 6:7 83& 16 647& 103
Xð2370Þ 2376:3& 8:7 83& 17 565& 105
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FIG. 3. The background-subtracted, acceptance-corrected
j cos&#j distribution of the Xð1835Þ for two "0 decay modes
for J=c ! #!þ!""0.

PRL 106, 072002 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

18 FEBRUARY 2011

072002-4

Three peaks:
X(1835),  X(2120) & X(2370) 

PRL 106, 072002 (2011); 
PRL 132, 181901 (2024)
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Absolute BFs
7 Weakly-decaying ground-states :

3 mesons:  D+ D0 Ds
+ 4 baryons:  Λc

+ Ξc
+ Ξc

0 Ωc
0

Near threshold production of pairs allows absolute BF measurements:
Measure “Single Tags”   (ST) I n some mode i :   Ni = Npair BFi εi
Measure “Double Tags” (DT)  + ST signal j :        Nij = Npair BFi BFj εij

Number of produced pairs is canceled algebraically between ST & DT : 
BFj =  [ Nij /Ni ] [ εij/εi ] where εij/εi ~= εj (not assumed: use MC)

CLEO-c did for 3 meson golden modes & BESIII for D0, Ds
+ golden modes :

D0 → K－ π + D+ → K－ π + π + Ds
+ → K + K－ π+

&  both did many other modes…

Now, BESIII is extending to baryons, starting with Λc
+

Λc
+ → p K－ π + & many other modes   

Tagging also gives clean samples for structure analysis (PWA)   
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SUMMARY

Flavor physics is alive and well 
at electron-positron colliders, 
both Charm and B factories  

Expect many more intriguing results  

The flavor physics of quarks 
involves weak interactions that are  

partly obscured by strong interactions: 
We could always “parametrize our ignorance”, 
but it’s much nicer to have Lattice QCD results. 

Today we celebrate not only a fellow traveler, but a guide :

Happy 72.5th Birthday, Peter, and many more ! 
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BACKUPS
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Belle II Detector
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BESIII Detector
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BESIII Collaboration
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Belle II Collaboration Map
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Charm Factories
• Charm threshold data using tagging: 

Precision hadronic BFs
Leptonic and semileptonic “easy”
CP-tags for D0 - D0bar phases

• “XYZ” physics
• Precision tau mass
• No charm lifetimes
• Limited statistics for rare decays, D mixing, CPV
• No B physics

B Factories
• Large charm stats: good for rare, mixing , CPV, & lifetimes
• “Continuum charm tagging” for (semi-) leptonics works well !

( but less efficient than threshold reconstruction… )
• And, of course, all of B physics !

Charm Factories vs. B Factories
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Table 1: Machine Parameters of KEKB and SuperKEKB. Values in parentheses for SuperKEKB denote parameters without
intrabeam scattering. Note that horizontal emittance increases by 30% owing to intrabeam scattering in the LER. The KEKB
parameters are those achieved at the crab crossing [2], where the e↵ective crossing angle was 0. (*)Before the crab crossing,
the luminosity of 1.76⇥ 1034cm�2s�1 was achieved at the half crossing angle of 11 mrad, where �Piw ⇠ 1 [6].

KEKB SuperKEKB

LER (e+) HER (e-) LER (e+) HER (e-) Units

Beam energy E 3.5 8.0 4.0 7.007 GeV

Circumference C 3016.262 3016.315 m

Half crossing angle ✓x 0 (11
(⇤)

) 41.5 mrad

Piwinski angle �Piw 0 0 24.6 19.3 rad

Horizontal emittance "x 18 24 3.2 (1.9) 4.6 (4.4) nm

Vertical emittance "y 150 150 8.64 12.9 pm

Coupling 0.83 0.62 0.27 0.28 %

Beta function at IP �⇤
x/�

⇤
y 1200/5.9 1200/5.9 32/0.27 25/0.30 mm

Horizontal beam size �⇤
x 147 170 10.1 10.7 µm

Vertical beam size �⇤
y 940 940 48 62 nm

Horizontal betatron tune ⌫x 45.506 44.511 44.530 45.530

Vertical betatron tune ⌫y 43.561 41.585 46.570 43.570

Momentum compaction ↵p 3.3 3.4 3.20 4.55 10
�4

Energy spread �" 7.3 6.7 7.92(7.53) 6.37(6.30) 10
�4

Beam current I 1.64 1.19 3.60 2.60 A

Number of bunches nb 1584 2500

Particles/bunch N 6.47 4.72 9.04 6.53 10
10

Energy loss/turn U0 1.64 3.48 1.76 2.43 MeV

Long. damping time ⌧z 21.5 23.2 22.8 29.0 msec

RF frequency fRF 508.9 508.9 MHz

Total cavity voltage Vc 8.0 13.0 9.4 15.0 MV

Total beam power Pb ⇠3 ⇠4 8.3 7.5 MW

Synchrotron tune ⌫s -0.0246 -0.0209 -0.0245 -0.0280

Bunch length �z ⇠7 ⇠7 6.0 (4.7) 5.0 (4.9) mm

Beam–beam parameter ⇠x/⇠y 0.127/0.129 0.102/0.090 0.0028/0.088 0.0012/0.081

Luminosity L 2.108⇥ 10
34

8⇥ 10
35

cm
�2

s
�1

Integrated luminosity

R
L 1.041 50 ab

�1

were reformed to have twice as many wiggle pitches by adding new magnets. The arc sections in the
HER were reused because "x can be decreased acceptably by adjusting quadrupole magnets in the
2.5⇡ cells. To further reduce "x, a new wiggler section was built in the HER, with some of the old
LER wiggler magnets reused.

• For the new collision scheme with extremely low �⇤
y , a new final-focus superconducting magnet system

(QCS) was employed, which required state-of-the-art design and technology. Details of the QCS
design are presented in Section 2.3. The beam lines for the ⇠300 m final-focus sections are fully
reconstructed in both rings. In this region, to correct large chromaticity due to small values of �⇤

x

and �⇤
y , local chromaticity correction (LCC) sections for both the vertical and horizontal planes were

installed in both rings, as shown in Fig.3. A pair of identical sextupole magnets were placed in each
LCC, connected by the pseudo �I transformation.

• To cope with the electron cloud e↵ect (ECE) in the LER, more vigorous countermeasures than ever
are required for SuperKEKB. Based on ECE research that was conducted at KEKB and other ma-
chines, various measures are taken, including replacement of beam pipes in most of the ring with new
antechamber pipes with an internal TiN coating, groove-shaped surfaces in the dipole magnets, and
clearing electrodes in the wiggler magnets and solenoids in field-free regions.

• To increase beam currents to twice that achieved in KEKB, vacuum components are upgraded for lower

4

SuperKEKB Paramters vs. KEKB

Note: original design parameters…
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Glueball Candidate

2024: A partial-wave analysis with a low background mode:
J/ψ→ γ KS KS η’   → Establishes JP = 0－

decay length of K0
S candidate, i.e., the distance between the

average position of the eþe− collisions and the decay vertex
of K0

S, is required to be greater than twice the vertex
resolution. With these selections, the miscombination ofK0

S
reconstruction is significantly suppressed to be less than
0.1%. The reconstructed K0

S candidates are used as an input
for the subsequent kinematic fit.
Photon candidates are identified using showers in the

electromagnetic calorimeter (EMC). The deposited energy
of each shower are required to have at least 100 MeV in the
barrel region (j cos θj < 0.80) and the end cap region
(0.86 < j cos θj < 0.92). To exclude showers from charged
tracks, the angle between the shower position and the
charged tracks extrapolated to the EMC must be greater
than 10°. The difference between the EMC time and the
event start time is required to be within [0, 700] ns in order
to suppress electronic noise and energy deposits unrelated
to the event.
For the J=ψ → γK0

SK
0
Sη

0, η0 → γπþπ− channel, each
candidate event is required to have at least three positively
charged tracks, at least three negatively charged tracks and
two photons. A four-constraint (4C) kinematic fit under the
J=ψ → γγK0

SK
0
Sπ

þπ− hypothesis is performed by enforc-
ing energy-momentum conservation. If there is more than
one γγK0

SK
0
Sπ

þπ− combination, the one with the smallest
χ24C is chosen. The resulting χ24C is required to be less than
40. The η0 candidates are required to have the invariant
mass satisfying jMγπþπ− −mη0 j < 15 MeV=c2, where mη0

is the known mass of η0 [26]. If there is more than
one γπþπ− combination, the one with the minimum
jMγπþπ− −mη0 j is selected. The πþπ− (from η0) invariant
mass is required to be in the ρ mass region, 0.55 <
Mπþπ− < 0.90 GeV=c2. To suppress background events
containing a π0 or η, events with jMγγ −mπ0 j <
20 MeV=c2 or jMγγ −mηj < 30 MeV=c2 are rejected,
where mπ0 and mη are the known masses of π0 and η,
respectively [26].
For the J=ψ → γK0

SK
0
Sη

0, η0 → πþπ−η, η → γγ channel,
each candidate event is required to have at least three
positively charged tracks, at least three negatively charged
tracks and three photons. A 4C kinematic fit is performed
under the J=ψ → γγγK0

SK
0
Sπ

þπ− hypothesis and the com-
bination with the smallest χ24C is chosen if more than one
combination is found. In order to reduce background and to
improve the mass resolution, a five-constraint (5C) kin-
ematic fit is performed to further constrain the invariant
mass of the two photons to mη. Among three γγ combina-
tions, the one with the smallest χ25C is chosen, and χ25C < 50
is required. The η0 candidates must satisfy jMπþπ−η −mη0 j <
10 MeV=c2. To suppress background events containing a
π0, events with jMγγ −mπ0 j < 20 MeV=c2 are rejected,
where the photon pairs are all possible combinations of
the radiative photon and photons from η.

All the above selection criteria aim to improve the signal
extraction efficiency and signal-to-noise ratio. The mass
windows for peaking signals of K0

S and η0 correspond to
approximately 3 standard deviations to their respective
known masses [26]. Others are determined by optimizing
the figure of merit (FOM) ϵS=

ffiffiffiffiffiffiffiffiffiffi
Ndata

p
, where ϵS is signal

efficiency with simulation MC sample, andNdata is the final
selected event number in data. With above criteria, the
event numbers of final selected candidates are 4046 and
1395 for the η0 → γπþπ− channel and the η0 → πþπ−η
channel, respectively.
No significant peaking background contribution has

been found in the measured invariant mass spectra. The
remaining background component is from non-η0 proc-
esses, which are estimated from the η0 mass sideband
regions of 20 < jMγπþπ− −mη0 j < 30 MeV=c2 and 30 <
jMπþπ−η −mη0 j < 40 MeV=c2. The corresponding back-
ground fractions are 6.8% and 1.8% for the two channels,
respectively.
Figure 1 shows the mass distributions with the above

selection criteria for the η0 → γπþπ− and η0 → πþπ−η
channels. Similar structures are observed in the two
channels. The two-dimensional distributions of MK0

SK
0
S

versus MK0
SK

0
Sη

0 indicate a strong enhancement near the
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FIG. 1. Invariant mass distributions of the selected events: (a)
and (b) The two-dimensional distributions of MK0

SK
0
S
versus

MK0
SK

0
Sη

0 for the η0 → γπþπ− and η0 → πþπ−η channels, respec-
tively. (c) and (d) The K0

SK
0
Sη

0 invariant mass distributions
with the requirement MK0

SK
0
S
< 1.1 GeV=c2 for η0 → γπþπ−

and η0 → πþπ−η channels, respectively. The dots with error bars
are data. The shaded histograms are the non-η0 backgrounds
estimated by the η0 sideband. The solid lines are phase space
(PHSP) MC events with arbitrary normalization.
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